INFN ISTITUTO NAZIONALE DI FISICA NUCLEARE

C

Sezione di Padova

INFN/CCR-07/9
November 30, 2007

C ommissione:

~ Calcolo
Reti

CCR/16/07/P

PERFORMANCE OF DUAL PROCESSOR SERVER ON HEP CODE

Michele Michelotto"

VINFN-Sezione di Padova, Via F. Marzolo, 8, I-35131 Padova, Italy

Abstract

Evaluation of cpu architecture for dual processor Worker Node. The performances of
dual processor WN are evaluated using some programs commonly used in HEP environment.
Finally the performances are compared to the clock of the cpu to assess and to the Spec 2000
Cpulnt (commonly called specint) taken from the spec.org site.
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1 METHODOLOGY

If the dual processor machine has single core wl@éipun one and two instances of the
code in parallel. If the dual processor machinechas core chip we run up to four instances
of the code in parallel.

The performances drop is always under 1% and sorastiperformances showed a
slightly enhancement meaning that those are statigluctuations and that one can generally
assume that it is safe to run N copies of a progr&tihe computer has N cores.

2 WN SERVER UNDER TEST

e Dual Processor dual core Woodcrest 5160 3.0 GHh 8B of DDR memory
(FMDIMM), SAS disk on loan from E4 thanks to Ihteéaly. This is the most
powerful machine available in this moment so | tekeeference machine.

* Dual Processor AMD 265 dual core 1.80 GHz with 4GFHDDR1 memory, SATA
disk available at INFN Padova computing centre.

* Dual Processor AMD single 248 2.2 GHz with 2 GB arih 8 GB of DDR1 memory
and SATA disk available at INFN Padova computiegtre.

* Dual processor dual core AMD 2218 (Socket F) 2.6z@Hth 8 GB DDR2 memory
on loan from AMD Italy (actually this server hadpee-release version of the 2218
chip so performance could improve in a future redga

3 HEP PROGRAM USED

The programs used are taken from a suite prepareddns Wenzel from Fermilab and
used to perform tests recently presented at a GtdélBFerence. Hans has been very helpful in
solving the first problems | encountered to runghge.

4 ROOTMARK

Root is an framework for the analysis of HEP eveletgelopped at CERN. In our case |
measured the performances with a stress test tmaientrates on mathematical calculation
avoiding the graphical aspects. The result is abmimcalled “Rootmark”. Biggest numbers
mean better performances.

The performances running at 64 bit on a 64 bitgéjbperating system are much better
(from 127 to 146%) than running a 32bit on 64 b ¢32/64) or 32/32. The Rootmarks are
displayed on pale green background and is the nutaden for a single core when the
machine is fully loaded with all other core runnthg same program.



clock SI2K rootmarks rootmark 64 bit

GHz base 64/64 32/64 32 bit
ratio
rootmar|

Intel 5160  3.00 3G 4 cores 3061 200580 1584.60 127%
AMD 265 1.80 4G 4cores 1168  1083.40 743.30  146%
AMD 248 220 2G 2cores 1411 1273.70 884.60  144%
AMD 248 220 8G 2cores 1411 129950  884.20 147%
AMD 2218 2.60 8G 4 cores 1648 1546.40 1079.60 143%

Intel 5160  3.00 3G 4 cores 100.00% 100.00% 100.00% 100%
AMD 265 1.80 4G 4cores 38.16% 54.01% 46.91% 115%
AMD 248 2202G 2cores 46.10% 63.50% 55.82% 114%
AMD 248 2208G 2cores 46.10% 64.79% 55.80% 116%
AMD 2218 2.608G 4cores 53.84% 77.10% 68.13% 113%

The fastest processor is the Intel 5160 Woodcreabsolute.

If we divide Rootmark by clock (light blue backgral) we can see that the Intel chip is
still the most efficient. This means that an AMDOgkxtract 90% of Rootmark from a GHz
with respect to the Intel.

If we divide Rootmark by the specint figure - pshiked in the spec.org web site — we
see that the AMD processor are more efficientsef@teackground). This can be read that the
AMD chip produces more Rootmark from a Specint carag to Intel (on 64/64).

5 PYTHIA

Pythia is an HEP events generator. In our case reate 300 SUSY events. More
event/sec means better performances.

clock SI2K pythia  pythia 64 bit
GHz base 64/64 32/64 32 bit
evi/lsec evit/sec pythia

ratio

Intel 5160  3.00 3G 4 cores 3061 189.15 15286  124%
AMD 265 1.80 4G 4 cores 1168 110.78  92.40
AMD 248 220 2G 2 cores 1411 13529 116.70
AMD 248 220 8G 2cores 1411 13548 116.69
AMD 2218 2.60 8G 4 cores 1648 162.00 134.41

Intel 5160  3.00 3G 4 cores 100.00% 100.00% 100.00%
AMD 265 1.80 4G 4cores 38.16% 5857% 60.45%
AMD 248 2202G 2cores 46.10% 7153% 76.34%
AMD 248 2208G 2cores 46.10% 71.63% 76.34%
AMD 2218 260 8G 4cores 53.84% 85.65% 87.93%

Again the Woodcrest is the most powerful processml again we can see that at 64/64



we runs 120% faster.

The number of events/sec per clock is more ortlessame for the intel and the AMD
chip (this is rather amazing). Of course this maaas in terms of Event/sec per Specint the
Intel chip that as very big number of Specint/Clscitfers from the comparison. It looks like
an AMD chip give 150% more performance per Spdbian Intel.

Obviously the experiments are interested in buyiregworker nodes that give the best
figure in term of event/sec per money taking incart also the power consumption that
influences the Total Cost of Ownership (TCO) insieg the Electricity bill but also the cost
of the Computing Centre (UPS, Power DistributioracR Cooling, Emergency Power
Generator). In this case | didn’t take in accoumd@se costs since some machine have been
bought in the past months while other were on foam local computer vendor.

6 CMS_SW

This software for the moments runs only at 32 tttiyely 32/32 or 32/64).

With OSCAR we reports the performances in termewveits/sec simulating 300 single
pions events. With DIGIS and DST we run Digitizatiand Reconstructions of 100 HCAL
events.

clock SI2K CMS CMS CMS CMS CMS CMS CMS CMS CMS
GHz base DST DIGIS OSCAR |DST DIGIS OSCAR  DST DIGIS OSCAR
evt/sec evt/sec evifsec  clock clock clock SI2K SI2K SI2K
ratio ratio ratio ratio ratio ratio

Intel 5160  3.00 3G 4 cores 3061 0.5997 0.0703 01713 0.1999 0.0234 0.0571 0.1959 0.0230 0.0560
AMD 265 1.80 4G 4 cores 1168 0.2850 0.0340  0.0909 0.1583 0.0189 0.0505  0.2440 0.0291 0.0778
AMD 248 2202G 2cores 1411 0.3829 0.0503 0.1083 0.1740 0.0229 0.0492 02714 0.0356 0.0768
AMD 248 220 8G 2cores 1411 0.3865 0.0503 0.1084 0.1757 0.0229 0.0493 0.2739 0.0356 0.0768
AMD 2218 2.60 8G 4 cores 1648 0.4258 0.0486 0.1311 0.1638 0.0187 0.0504  0.2584 0.0295 0.0796

Intel 5160  3.00 3G 4cores 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
AMD 265 1.80 4G 4cores 3816% 47.52%  48.36% 53.06% 79.21% 80.61% 8844% 12485% 126.75% 139.07%:
AMD 248 2202G 2cores 46.10% 63.85% 71.55% 63.22% 87.07% 97.57% 8621% 18851% 1585.22% 137.15%
AMD 248 2208G 2cores 46.10% 64.45% 71.55% 63.28% 87.88% 97.57% 86.29% 139.81% 155.22% 137.28%
AMD 2218 2608G 4cores 5384% 71.00% 69.13% 7653% 81.93% 79.77% 8831% 181.88% 12841% 142:15%

Again the results are similar to those obtainedh\Ribotmarks with a clear leadership of
the Intel chip in absolute terms or dividing by tleck. While the AMD chip is 30% more
efficient with respect to the declared Specint.

This advantage is more evident on the old singtesahip but remains clearly visible
also in the dual core chip that are very similakM@265 vs AMD2218).

7  CONCLUSIONS

At the beginning of 2006 (Hepix Spring in Rome). BMVhad a clear technological
leadership with the first processors that wareyfdlial core. Those chip permitted to double
the throughput performances at roughly the sameepaind power consumption of single
cores Intel and AMD processors. The new Woodcaasily gave the leadership back to Intel
thanks to a completely new chip design and a ratldeature size. The 65nm technology
permits higher clock (up to 3.0 GHz) keeping poa@nsumption very low, lower than AMD



comparing the processor and about the same wh&mépthe fully configured machine.

On the other hand the performances of the Woodarestower than one could expect
when extrapolating from the published specint numbe

A sensible increase of performance can be obtawtezh code is ported to 64 bit. |
could not see differences when running on machwgis different amounts of physical
memory (this means that up to 1GB per core thene idrop of performances).

This means that when a laboratory or an agencyymb new server for computing
farms they should take in account not only the spémeasured or declared) but also the real
codes that will run on the computing nodes.

8 FUTURE ACTIVITIES

| can see several place where this paper coulthpsoved:

1. Understand if the AMD 2218 (socket F) in its finedleases will improve the
performance.

2. Measuring the Energy efficiency in terms of perfamoes per Volt-Ampere

(obviously the whole server not only the chip).

Taking in account the cost of the machine.

Finding other benchmark from other experimentsq@liAtlas, Babar, LHCB).

Testing the new quad-core chip (53xx Clovertown) doeck the presence of

bottleneck or performances drop due to memory.

Testing the quad-core chip from AMD.

Testing the quad-core for desktop Kentsfield fromelL

Testing the performance with compiler more effiti#ran gcc.
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