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Introduction

The Large Hadron Collider (LHC ) at CERN is a circular acceleratesigned to
provide proton-proton (and lead-lead ions) collisiondwitie unprecedented luminosity
of 10** em~2s~! and a centre-of-mass energy of 14 TeV suitable for the stdidgre
events such as the production of the Higgs boson. Four aradireexperiments situated
in the interaction points where the proton beams collide: ganeral purpose CMS and
ATLAS , the B-physics-oriented LHCb and the experiment dedicated to aismons,
ALICE . During the first two years of running the CMS and ATLASleated more than
5 fb~! of data and published an impressive amount of physics sespénning from the
first Standard Model precision tests, i.e. vector bosondymtion, to more complex and
challenging measurements as top strong and electroweakigiron, towards searches
for the Higgs boson and new physics beyond the Standard Msdeérsymmetry, extra-
dimenson theoretical models, etc.).

The work presented in this thesis consists of the study ofobiiee electroweak pro-
duction modes of the top quark, thehannel single top, done analyzing the collision data
collected by the CMS detector during 2010 and 2011 data takKiing top quark, heav-
iest of the six constituting the three families of known dusamwas observed for the first
time in the associated production at the proton-antiproton collider Tevatron aitrfilab
in 1995. With more and more collected data, precision measents of the top quark
properties could be performed, till the first observatiothef single top quark production
in 2009 (first observation at LHC in 2010). The increased&eot mass energy and the
higher luminosity of the machine, make the LHC a top quarkdiae producing at nom-
inal energy and intensity aroundpair per second and around 30 single tops per minute.

The aim of the analysis presented is to measure-ttennel single top production
cross section after appropriate treatment of the undeylipackgrounds has been estab-
lished. For this purpose a data-driven estimation teclenitps been set up in order to
minimize the effect of theoretical model uncertaintiestoavarious backgrounds. Taking
advantage of the particular topology of the process ande§fin correlations between
the particles involved, a template fit signal extractionagprmed and thé-channel cross
section is measured.

The interest in the single top channels lies in the uniqueodppity to explore the
properties of a “bare quark”, such as spin, mass and charge & decays before had-
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ronization could take place, and also to directly measued/th CKM matrix element.
Furthermore, the analysis hereafter presented couldiageghe baseline for higher stat-
istics studies: the single top channels sensitivity to neysjcs phenomena, indeed, allow
us to test beyond Standard Model theories in the top quatkrsécst of which the super-
symmetric model.

The present thesis is organized in six chapters.
Chapter 1 briefly introduces the Standard Model of elementary pasiclvith particular
emphasis to the Higgs mechanism.

Chapter 2 is devoted to a detailed description of the LHC acceleratachime and to
the CMS detector.

Chapter 3 gives a picture of the physics results collected by LHC in fils year of
data taking.

Chapter 4 presents the theoretical and experimental state of theoadecning the top
quark physics, with particular stress on the recent measemes obtained at hadron col-
liders.

Chapter 5 contains the detailed description of the analysis set ughfosingle top cross

section measurement in thehannel. Starting from the event selection adopted ta@knri
the data sample in signal events, the data-driven techsifpebackgrounds estimation
are presented and in the end the fit procedure for signalatixtnais described. This ana-
lysis is performed using the data collected by CMS in 2010.

Chapter 6 provides a preliminary update of the preceding analysis w25 times higher
statistics collected in 2011. The strategy adopted in t$eds slightly different from the
2010 analysis and in the text, omitting repetitions, theferénces will be stressed.



Chapter 1

Standard Model

1.1 Introduction

The end of the last millennium witnessed the triumph of tren8ard Model (SM) of
the electroweak and strong interactions of elementarygbest[1, 2]. The electroweak
theory, proposed by Glashow, Salam and Weinberg [1] to destire electromagnetic [3]
and weak [4] interactions between quarks and leptons, isdbas the gauge symmetry
group SU(2);, x U(1)y of weak isospin and hypercharge. Combined with Quantum
Chromo-Dynamics (QCD) [2], the theory of the strong intei@usi between the colored
quarks based on the symmetry grabip'(3)c, the model provides a unified framework
to describe these three forces of Nature. Neverthelese Hrerestablished features of
the universe the SM can not account for, among which the peesef dark matter, the
baryon asymmetry, and neutrino masses. These are not ecesiais flaws of the SM, but
as limitations of it, to be overcome by adding new elementsh &s new interactions and
new fundamental particles. With this perspective the LH@itsg from precision SM
measurements in a new energy regime, has to probe, and Hpmetyide evidence for,
the existence of such new phenomena.

1.2 Standard Model of Elementary Particles

Quantum field theory combines two great achievements ofighiyrsthe 20th-century,
guantum mechanics and special relativity. The StandardeVigda particular quantum
field theory, based on the set of fields (particles) shown i€Ta.1, and the gauge sym-
metriesSU (3)c x SU(2), x U(1)y. There are three generations of quarks and leptons
and one Higgs field. The indexi = 1,2, 3 on each field refers to the generation, and
the subscript_, R refers to the chirality of the field/(, r = %(1 F 75)¢). The left-chiral
and right-chiral fields corresponding to a given particleendifferentSU(2), x U(1)y
guantum numbers, which leads to parity violation in the wiesdraction.

Once the gauge symmetries and the fields are specified, thharigaign of the Stand-
ard Model is fixed by requiring it to be gauge invariant, lo@ld renormalizable. The
Standard Model Lagrangian can be written as the sum of f@aogg:
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T 13 Q
i = ur, cr lr 1/2 +1/2  +2/3
L dL SL bL —1/2 —1/3
U}z UR CR tR 0 0 +2/3
d% dR SR bR 0 0 —1/3
- %3 vy v +1/2 0

n= (i) Gi) () e 55 4
€ZR= €R MR TR 0 0 -1
Vi = v Vi VR, 0 0 0
* +1/2 +1

Table 1.1: The fields of the Standard Model and their weak isospiri§) and elec-
tric charge quantum numberg).

‘CSM = /CGauge + EMatter + /CHiggs + ‘CYuk:awa' (11)

The first is the pure gauge interaction part, given by

1 v 1 v 1 v
EGauge = @TTG# G“y + Q_QQTTWH Wuy — @B‘u BH”’

(1.2)
whereG*" is the field-strength tensor of the gluon field;*” is that of the weak-boson
field, and B*” is the tensor for the hypercharge-boson field. These termtaicothe
kinetic energy of the gauge bosons and their self-intevasti The next piece is the Lag-
rangian for the fermions (the Matter Lagrangian), given by

Latatrer = iQL PQY + i Puly + idy Dy + Ly DL, + i Py, (1.3)

The Einstein notation has been used, with the implicit surtherrepeated index (in this
case the three generations). This term contains the kieragegy of the fermions and
their interactions with the gauge fields, which are contimethe covariant derivatives.
For example,

. . . 1 !
PQ =79 +i95Gyu+igW, +ig'B, ) Q. (1.4)

since the field), participates in all three gauge interactions. Héte = TG, with
T for a =1,..., 8 the 3x 3 matrices infinitesimal generators 8t/(3)- symmetry and
W, = Tinﬁ whereT" for i =1,..., 3 the 2x 2 matrices generators 6fU(2); symmetry,
i.e. the Pauli matrices. The theory thus far is very simpkelegant, but it is incomplete,
for all the particles are massless. Mass terms for the gaogenis and the fermions are
forbidden by the gauge symmetries. As an example, the mamdae the up quark,
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Figure 1.1: The Higgs potential. The neutral component of the Higgs Belguires a
vacuum-expectation valug®) = v/+/2 on the circle of minima in Higgs-field space.

L =—murugr + h.c., (1.5)

is forbidden by the fact that; anduy are part of different SU(2) doublets and hence
have different quantum numbers, breaking the gauge imvagiaf the Lagrangian. In the
Standard Model the masses are put up via electroweak symbreiaking, introducing
an additional field, the Higgs doublet So the simplest and most general Lagrangian for
the Higgs field, consistent with gauge symmetry, is

Liziggs = (D"¢)' Do + 1”6’ — M), (1.6)

The first term contains the kinetic energy of the Higgs field @&a gauge interactions,
while the other terms represent the Higgs potential, showkig. 1.1. The coefficient of
the quadratic termy?, is the only dimensionful parameter in the Standard Moddie T
sign of this term has been chosen such that the minimum ofdte:pal lies not at zero,
but on a circle of minima

(¢°) = u/V2A = % (1.7)

where ¢° is the lower (neutral) component of the Higgs doublet fielchisTequation
defines the parameter~ 246 GeV, the Higgs-field vacuum-expectation value. Expigit
the gauge invariance of the potential undéf(2),, we can arbitrarily choose

<¢>=i< ’ > (1.8)

With this choice the scalar doublet has an hypercharge nuedpgal to 1 and so the
symmetry generated by the electromagnetic charge is lbfolken, avoiding to give mass
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to the photon,

Qem<¢> = 0. (19)

From the kinetic term in Eq. 1.6, we get the contribution fue jauge boson masses,

) 1 1o o= 1, N[ 0
MGaugeBoson ~ 5(07 U) §g7- : W,u + 59 BM v . (110)

where7 are the2 x 2 Pauli matrices. After the substitution of the gauge fieldghwhe
physical ones, two chargé@i =, and two neutral, A, we obtain

1

My = Sgv, (1.12)
1

Mz = SvVg*+g7v, (1.12)

My = 0. (1.13)

The last piece in the Lagrangian is the Yukawa interactiothefHiggs field with the
fermions, given by

Ly ukawa = —T9Q ¢ ul, — T Q' odl, — TYL, pely, + h.c., (1.14)

wheree is the unitary antisymmetric tensor in two dimensions, nexlito ensure each
term separately to be electrically neutral, and the coefiitsi",,, 'y, I'. are 3x 3 complex
matrices in generation space. Replacing the Higgs field wa@tveicuum-expactation value
in EQ. (1.14) yields to the expression of fermion masses

i pis L
MY =T 7 (1.15)

To make the fermion masses manifest, a unitary field redieinian be performed in
order to diagonalize the mass matrices. Given andA,, the transformation matrices
for respectively;, andd’ quark fields, itis defined CKM (Cabibbo-Kobayashi-Maskawa)
matrix the quantityl’ = AIILAUL, which contains four free parameters, three mixing
angles and one CP-violating phase. | want to conclude thisosegoting that although
Standard Model Higgs mechanism gives an explanation fomteses of the particles, it
does not explain the large difference, for example, betwpemks masses and between
fermions and bosons masses, neither it explains the orfgimessmall mixing angles in
the CKM matrix. This suggests that there is a deeper structoderlying the Yukawa
sector of the Standard Model, which is investigated in theadled "beyond the Standard
Model” theories.



Chapter 2

LHC and CMS Detector

2.1 Introduction

The Large Hadron Collider (LHC ) at CERN [5] is a two-ring superdocting proton-
proton collider situated in the 27 km tunnel previously damsted for the large electron
positron collider (LEP). It is designed to provide protam{on collisions with unpreced-
ented luminosity {0**cm~2s7!) and a centre-of-mass energy of 14 TeV for the study of
rare events such as the production of the Higgs particleakists. The LHC has two
general purpose experiments, aiming to collect data wigh himinosity, ATLAS [6]
and CMS [7] and two experiments working at lower luminosittdCb [8] for B-physics
(10*2cm~2s7!) and TOTEM [9] for the detection of protons from elastic sedhg at
small angles{0*cm—2s1). In addition topp operation, the LHC is able to collide heavy
nuclei (Pb-Pb) with a total centre-of-mass energy of 1150 @76 TeV/nucleon) and
for this it has one dedicated ion experiment, ALICE [10], aighat a peak luminosity of
102"cm 2571,

The LHC presents many innovative features and a number diealgas which push
the art of safely manipulating intense proton beams to mrémits. The beams are
injected into the LHC from the super proton synchrotron (5&%n energy of 450 GeV.
After the two rings are filled, the machine is ramped to its m@henergy of 7 TeV over
about 28 min. In order to reach this energy, the dipole fielédtmeach the unpreced-
ented level for accelerator magnets of 8.3 T. This high fi@ld anly be achieved using
"conventional” and affordable superconducting matem#hTi), by cooling the magnets
in superfluid helium at 1.9 K. The cryogenic equipment nedgdgmoduce the about 100
tons of superfluid helium is unprecedented in scale and caxitpl The tunnel diameter
in the regular arc is only 3.8 m, insufficient for the instatla of two separate rings. The
two rings are therefore incorporated into a single magrs#ticcture with two sets of coils
in a common yoke and cryostat, leading to a lowering of thelpction costs.

The LHC operations successfully started on September 108, 2fut few days later,
on September 19, an accident which caused substantial @am#ge magnets and to the
beam pipe imposed an intervention of repairs and improvésrimefore another attempt
for proton-proton collisions. Since further studies rdégdahat the accident was mainly
due to the poor quality of electrical contacts between magriee CERN management

11
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Total Integrated Luminosity 2010 (Mar 30 10:00 UTC - Nov 03 00:00 UTC)
T T T

CMS Total Integrated Luminosity 2011 (Mar 14 09:00 - Oct 30 16:10 UTC)
T T T

— Delivered 5.72 fb™'
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Figure 2.1: Integrated luminosity versus time delivered to and reatrde CMS
during stable beams at 7 TeV centre-of-mass energy, in 2§)18h@ 2011 (b).

decided to repair only the electrical contacts with the bgjhresistivities and operate the
LHC for two years at a reduced beam energy of 3.5 TeV.

After the pilot runs at 0.9 and 2.36 TeV collision energiebl@ performed its first
7 TeV collisions on March 30, 2010, initially at very low lunasity, in the range of
L =1x10>cm~2s~!. The aim of the machine operators in 2010 was to increase the
number of protons per bunch, and successively throughey&éar the number of bunches
and the total stored energy. The instantaneous luminoséw gmmediately exceed-
ing £ =2 x 1032cm~2s~! at the end of the proton run on November 4, and then up to
L = 3.6 x 1033cm~2s~! in October 2011. The experiments recorded data with a total
integrated luminosity of about 50 pbin 2010 and 5 fb' in 2011 (Fig. 2.1).

After a fast switch from proton to ion operation, the firstddaad collisions in the
LHC at a nucleon-nucleon center of mass energy of 2.76 Te¥ aleserved on November
8, 2010. In the following heavy-ion run until December 6, &€xperiments recorded data
corresponding to an integrated luminosity of aboub0?!.

2.2 The Large Hadron Collider

2.2.1 Machine Design

The LHC is supplied with protons from the injector chain Lé@a Proton Synchrotron
Booster (PSB) - Proton Synchrotron (PS) - Super Proton Sytrdm¢SPS), as shown in
Fig. 2.2.

At nominal luminosity, the energy stored in each beam is ntioae 350 MJ and this
is more than two orders of magnitude than in any other previoachine (Fig. 2.3). It
imposes unprecedented conditions on the reliability ofghfety systems which must
abort the beams cleanly if necessary as well as on the coltimaystems which protect
the machine and detectors from halo particles.

The number of events per second generated in the LHC caolfisggiven by:
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Figure 2.3: Energy stored in the accelerator beam, as a function of beamemtum.
At less than 1% of nominal intensityHC enters new territory.
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Nevent = Laevent (21)

whereo.,.; IS the cross section for the event under study artle machine luminosity.
The luminosity depends only on the beam parameters and camitben for a Gaussian
beam distribution as:

NEg frewy
L= 2.2
dme, B* (2:2)

whereN, is the number of particles per bunach, the number of bunches per beafn,,
the revolution frequency (11.245 kHz), the relativistic gamma factot,, the normalized
transverse beam emittang®,the beta function at the collision point, ahtthe geometric
luminosity reduction factor due to the crossing angle ainkeraction point (IP):

P (i (2)) e

6. is the full crossing angle at the 1®, the RMS bunch length angt the transverse RMS
beam size at the IP.

Table 2.1 shows the main parameters required to reach thelp@inosity of 103*
cm~2s~! for proton-proton collisions at 14 TeV centre-of-mass ggerlt can be seen
from the table that for the first time in a hadron machine, theckrotron radiation at
top energy is not negligible: a power of 3.6 kW per beam isatadi into a cryogenic
environment and this strongly influences the design of ticewan and cryogenic systems.

Circumference 26.7 km
Beam energy at collision 7 TeV
Beam energy at injection 0.45 TeV
Dipole field at 7 TeV 8.33T
Luminosity 103 em=2s71
Beam current 0.56A
Protons per bunch 1.1 x 10
Number of bunches 2808
Nominal bunch spacing 24.95 ns
Normalized emittance 3.7n
Total crossing angle 3Q0ad
Energy loss per turn 6.7 keV
Critical synchrotron energy 44.1 eV
Radiated power per beam 3.8 kW
Stored energy per beam 350 MJ
Stored energy in magnets 11 GJ
Operating temperature 1.9K

Table 2.1: LHC design parameters.
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Figure 2.4: LHC layout.

2.2.2 Machine Layout

The basic layout of the LHC follows the LEP tunnel geometrgt mshown in Fig. 2.4.
The machine has eight arcs and straight sections, the liagt &pproximately 528m long.
Four of the straight sections house the LHC detectors whéeother four are used for
machine utilities, radio frequency and collimation systemnd beam dump insertions.
The two high luminosity detectors are located at diamdtyicmposite straight sections.
The ATLAS detector is located at point 1 and CMS at point 5, Whatso incorporates
the small angle scattering experiment TOTEM. Two more detsare located at point
2 (ALICE ) and at point 8 (LHCDb), which also contain the injectigystems for the two
rings. The beams only cross from one ring to the other at tfteesdocations.

The straight section at point 3 is designed to capture offaerm@um particles (mo-
mentum collimation) and the section at point 7 for removihg beam halo (betatron
collimation). Point 4 contains the two radio frequency eys$ and finally point 6 con-
tains the two abort systems which allow the beams to be dgttagafely and dumped
onto external absorbers.

The regular LHC lattice was designed to maximize the amotibeading power in
the arc by making the dipoles as long as reasonably pos3ibie minimizes the amount
of dead space between interconnects as well as the numbigotésito be manufactured,
tested and interconnected. After careful optimizatios,dipole length was chosen to be
14.2m with a total of 23 regular arc cells. The two apertufeggs 1 and 2 are separated
by 194 mm.

The transition from the arc to the straight section contaidspersion suppressor con-
sisting of two perturbed lattice periods (quadrupoles)thiarcs there are short straight
sections containing the main quadrupoles and also theatmmnesextupoles for chromati-
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city control and the orbit correction dipoles. Dependingtlogir location, they can also
contain skew quadrupoles or Landau damping octupoleselarid, the optics of the long
straight sections differ according to their functionali& points 1 and 5 a sma#l (0.5)is
required for collisions, at points 2 and 8 a different opt&csequired for 450 GeV beam
and for 7 TeV beams and so on for the other points.

2.2.3 Magnets

The LHC contains more than 7000 superconducting magneggngufrom the 15m
long main dipoles to the 10 cm octupole/decapole correatside the dipole cold masses
as well as more than 100 conventional warm magnets and the& &0 conventional
magnets in the two 2.6 km long transfer lines between the SiSttee LHC . The
LHC magnet system, while still making use of the well-proterhnology based on NbTi
Rutherford cables, cools the magnets to a temperature of  u8IKg superfluid helium,
and operates at fields above 8 T. This so low temperature espect, for example, to
the other large superconducting accelerators, TevatrBRAdand RHIC which cools the
magnets down to 4.5 K, brings a decrease of the heat capdchyg superconductor by
an order of magnitude, making the magnets more sensitivegnajes.

A twin aperture dipole consists of two dipoles in a commomiyoke (Fig. 2.5). The
two coils are clamped with austenitic steel collars withnew permeability surrounded
by a yoke of low carbon steel which carries the magnetic fluke §tored energy of
500kJm™! in the magnet at nominal field requires active quench priatectThe coil
is wound in two layers in six blocks separated with coppergesdand its geometry has
been carefully optimized to achieve as pure a dipole fieldassiple, minimizing the
higher harmonics of the field distribution.

The main arc quadrupoles, 3.25 m long, are made with the sapercnducting
cable as the outer layer of the dipoles. They are integratedhe small straight section
(SSS), each containing a sextupole for chromaticity cdme@nd a closed orbit correc-
tion dipole. Depending on its position in the arc, a SSS cam@bntain a trim quadrupole
or a Landau octupole.

In addition to the main arc magnets, the LHC contains manyenetements for cor-
rection of dipole imperfections, matching of the optics anthe final focus.

2.2.4 Cryogenics

The LHC magnets are cooled with pressurized superfluid tmelwhich has some
interesting properties that make it a uniqgue material. Besw is the very low viscosity
which allows it to permeate the smallest cracks and in padafenabling the fluid to be in
contact with the strands of the superconductor. The largeiipheat (typicallyl0° times
that of the superconductor per unit mass), combined witletfeemous heat conductivity
at moderate flux (3000 times that of cryogenic-grade OFH@enpeaking at 1.9 K) can
have a powerful stabilising action on thermal disturbances

The machine is cooled using 8 cryogenics plants locatediis pathe even points
except for point 2. At the tunnel level the conventionaliggrators are supplemented by
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Figure 2.5: Dipole cross-section.

cold compressors. These multi-stage axial centrifugalpressors pump the cold helium
gas producing the 15 mbar pressure in the linear heat exeraingside the magnets in
order to produce the primary superfluid. The connection éatlagnets is made through
a cryogenic distribution line running in the tunnel parititethe machine.

2.2.5 The radiofrequency (RF) acceleration system

The RF system is located at point 4. Two independent sets diesoperating at
400 MHz (twice the frequency of the SPS injector) allow inelegent control of the two
beams. The superconducting cavities are made from coppesenmnternal surface is
sputtered with a thin film of a few microns of niobium. In ordercombat the intrabeam
scattering (see below), each RF system must provide 16 M\gwoast while at injec-
tion 8 MV is needed. Although the RF hardware required is mundller than LEP due
to the very small synchrotron radiation power loss, the ceallenges are in controlling
beam loading and RF noise.

2.2.6 The vacuum system

The design of the beam vacuum system takes into accountdgb@ements of 1.9 K
operation and the need to shield the cryogenic system frahdwirces, as well as the
usual constraints set by chamber impedances. The maindwgaes are the synchrotron
light radiated by the beam, the image currents, the devedopof electron clouds and the
energy loss by nuclear scattering. Intercepting thesedmates at a temperature above
1.9 K has necessitated the introduction of a beam screeeddolbetween 5 and 20 K
(Fig. 2.6). This beam screen is perforated in about 4% of tinfase area to allow the
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Figure 2.6: LHC beam screen.

cold bore of the magnets at 1.9K to act as a distributed cnyqpurhe slots in the beam
screen are displaced in a pseudorandom pattern to avomtpeperturbations which can
induce resonant beam modes.

2.2.7 Accelerator physics issues

This part is devoted to a brief review of the different eftetttat could limit machine
performance and the remedies been adopted.

Dynamic aperture

In superconducting magnets of the type used in the LHC, the djedlity is determ-
ined by the precision of the positioning of the superconoluctt has been shown that
the aperture inside which particles orbits are stable, ishmemaller than the physical
aperture of the beam pipe. It is called dynamic aperture aruinited mainly by the
unwanted higher field harmonics due to magnet imperfectidithough sophisticated
computer simulations take into account these effectsnibigpossible to perform the full
scale simulation ovet x 107 turns, which correspond to 1 h of storage time. So, in order
to insure a dynamic aperture of 6 sigmas, it has been deaidesktthe tracked dynamic
aperture evaluated ove0® turns multiplied by a factor of 2.
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The beam-beam interaction

The maximum particle density per bunch is limited by the ma@dr beam-beam inter-
action that each particle experiences when the bunchestofdeams collide with each
other. It produces two main effects: a variation of the tumé& amplitude, and, because
of the periodic nature of the force, the excitation of noatinresonances. The linear tune
shift can be expressed by:

_ Nb’l"p
4me,

13 (2.4)

in which r, is the classical proton radiug = e?/(4reym,c?). Experience with hadron

colliders indicates that the total linear tune shift sumroeer all IPs should not exceed
0.015, and in the LHC case, the tune shift musg ke 0.005. The long range beam-beam
interactions between successive bunches are also redyaadliding the beams with a

small crossing angle of about 4@®ad.

Coherent instabilities

The interaction of the beam with its environment generatestromagnetic fields
which can react back on it and drive it unstable. The firsioacis to design the vacuum
chamber to reduce this coupling as much as possible, for gheamaking the chamber
smooth without discontinuities or reducing the resisyiat the copper in the beam screen
by cooling it to between 5 and 20 K.

Nevertheless reducing the impedance of the environmenecute but not definitely
eliminate the growth of the instabilities. The two main atstities to be kept under
control are the transverse coupled bunch instability $tes wall) and the single bunch
head-tail instability.

Without entering in too much detail, the first is due to imagerents in the beam
screen and its main unstable modes are damped through tbe att pair of electro-
static deflectors. The head-tail effect is an instabilitg do the short range wakefields
acting between the tail and the head of the bunch. It is takeeucontrol by the action
of sextupoles integrated into the short straight sectidfsally, the Landau damping,
which acts on very high frequency oscillation modes, is led with two families of
strong octupoles without need for feedback and, for thisorait is particularly import-
ant when the transverse feedback system has noise problems.

Electron cloud effects

A significant number of electrons can accumulate in the LHEuan chamber through
ionization of residual gas molecules or by the impact of syoton radiation on the beam
screen. When a proton bunch passes, these electrons regaimpuse and can hit the
beam screen with energies of several hundred electron vidiks primary electrons pro-
duce secondaries and if the transit time of electrons thrabig chamber is equal to the
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25 ns of bunch separation, the so called beam-induced racliify effect takes place
and the electron cloud grows exponentially. The main effeetn additional heat load
in the cryogenic system and can also lead to instabilitiesiuitions and experiments
on the SPS have shown that, like a sort of auto-induced effetioderate scrubbing of
the surface of the beam screen by electron bombardmentlguedkuces the secondary
emission yield (SEY) to a low enough value to allow designihosity to be reached.

2.3 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS ) detector is a multi-purpogauegius operating
at the Large Hadron Collider at CERN. The total proton-protassssection a{/s = 14
TeV is expected to be roughly 100 mb. At design luminositygeeeral-purpose detectors
will therefore observe an event rate of approximatelyinelastic events / s, leading to a
number of formidable experimental challenges. The onlimmeselectiontfigger) must
reduce the huge rate to about 100 events / s for storage ahgianaFurthermore, at
design luminosity we expect a mean of about 20 inelasti¢stotls per bunch crossing
and so around 1000 charged patrticles will emerge from tleeantion region every 25 ns
(time between two successive bunch crossing). The supesitign of other events on
the event of interest, the so called pile-up effect, can daaed by using high granularity
detectors with good time resolution and low occupancy. Waisld inevitably require the
use of millions of detector electronic channels which nesy good synchronization.

The coordinate system adopted by CMS has the origin centeéree amominal col-
lision point, they-axis pointing vertically upward, the-axis pointing radially inward
toward the center of the LHC and theaxis pointing along the beam direction. The azi-
muthal anglep is measured from the-axis in thex — y plane, while the polar anglé,
is measured form the-axis. Pseudorapidity is defined as= — Intan(6/2). Thus, the
momentum and energy transverse to the beam direction, ettbypr and Er (with B
the energy imbalance in the transverse plane) are compuatediier andy components.

2.3.1 Detector Overview

The detector design and layout 2.7 is mainly driven by thecshof the magnetic field
configuration, needing for large bending power to precisgasure high energy particles
momentum. The heart of CMS detector is the big 4 T supercomdusblenoid which
accommodates the inner tracker and calorimetry insidesasitliated immediately before
the muon detectors. Schematically the detector layout) tiee closest to the interaction
point, is the following:

» 3 layers of silicon pixel detectors for measurement of theadct parameter and
position of secondary vertices, and 10 layers of siliconrastrip detectors with
high granularity and precision;

 electromagnetic calorimeter (ECAL) made of lead tungs(&ieWO,) crystals,
with coverage in pseudorapidity up g < 3.0. A preshower system is installed in
front of the endcap ECAL for rejection;
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Figure 2.7: Perspective view of th€MS detector.

* brass / scintillator sampling hadron calorimeter (HCAL}wdoverage up ttn| <
3.0, complemented by @il — catcher in the barrel region (HO) for better sampling
of hadronic showers. Coverage up to a pseudorapidity of Sghagided by an
iron/quartz-fibre calorimeter. An even higher forward aagge is obtained with
additional dedicated calorimeters (CASTOR, ZDC) and with t®F EM tracking
detectors;

» 4 muon stations consisting of several layers of aluminiuifhttibes (DT) in the bar-
rel region and cathode strip chambers (CSC) in the endcapegionplemented
by resistive plate chambers (RPC).

The expected muon momentum resolution using only the mustesy using only
the inner tracker, and using both sub-detectors is showigir2t8, while Fig. 2.9 shows
the jet transverse energy resolution in different pseyudity ranges.

2.3.2 Superconducting magnet

The CMS superconducting solenoid 2.10 has been designe@db ee4 T field in
a free bore of 6 m diameter and 12.5 m length with a stored gnefr@.6 GJ at full
current. The flux is returned through a 10000-t yoke compgi& wheels and 2 endcaps.
The distinctive feature of the 1.8 K, 220-t cold mass is tHayer winding made from a
stabilized reinforced NbTi conductor, needed to be ableaah the desired 4 T magnetic
field. The ratio between stored energy and cold mass is high (J/kg), causing a large
mechanical deformation (0.15%) during energizing.
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Figure 2.8: The muon transverse momentum resolution as a function afdheverse
momentum §r) using the muon system only, using the inner tracking oniy, laoth,
for || < 0.8 (left) and 1. |n| < 2.4 (right).
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Figure 2.9: Jet transverse energy resolution as function of the jestense energy,
in different pseudorapidity ranges.

2.3.3 Inner tracking system

The inner tracking system of CMS is designed to provide a pesgnd efficient meas-
urement of the trajectories of charged particles emergiom fthe LHC collisions, as
well as a precise reconstruction of secondary vertices. tfHuier, fully covered by the
solenoid magnetic field, surrounds the interaction regimwhlzas a length of 5.8 m and a
diameter of 2.5 m. As already said, the high rate of inteoastirequires high granularity



2.3 The Compact Muon Solenoid 23

Figure 2.10: Artistic view of the 5 modules composing the cold mass inflidecryo-
stat, with details of the supporting system.

and fast response as well as efficient cooling system anatraalhardness, aspects which
led to the silicon technology choice. A schematic drawinghef CMS tracker is shown
in Fig. 2.11.
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Figure 2.11: Schematic cross section through B&81Stracker. Each line represents
a detector module. Double lines indicate back-to-back resdwhich deliver stereo
hits.

The pixel systemis the closest to interaction region part of the trackingesysand
is essential for the reconstruction of secondary verticas b andr decays, and forming
seed tracks for the outer track reconstruction and higHh texggiering. At radii of 4.4,
7.3 and 10.2 cm, three cylindrical layers of hybrid pixeled#dr modules surround the
interaction point, complemented by two disks of pixel mesdubn each side. Each pixel
cell covers an area df)0 x 150m?, covering a total of In? with about 66 million pixels.
Its pseudorapidity coverage goes frgme- —2.5ton = 2.5 (Fig. 2.12). The pixel detector
delivers 3 high precision space points on each chargecclgattajectory with a spatial
resolution in the range of 15-2n.
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Figure 2.12: Geometrical layout of the pixel detector and hit coveraga asction
of pseudorapidity.

The region between 20 cm and 116 cm is occupied bgitleon strip tracker , which
is composed of three different subsystems: TIB/TID, TOB aB€¥/TEC-. The Tracker
Inner Barrel and Disks (TIB/TID) are composed of 4 barrel Iayand 3 disks at the end.
They deliver up to 4 measurement in the plane on a trajectory, using 320n thick
silicon micro-strip sensors. The single point resolutidepending on the strip pitch, in
the is 23um for the first two layers and 3bm for the third and fourth layer in the TIB,
and extends from 100m to 141um in the TID. The Tracker Outer Barrel (TOB) which
surrounds the TIB/TID has an outer radius of 116 cm and conétbarrel layers 500
pm thick. It provides another 6 points in— ¢ plane with a single point resolution of
53 um for the first 4 layers and 3bm for the other two. The Tracker EndCaps (TEC+
and TEC-, where the sign indicate the position along:lexis) cover a region of 124
cm< |z| <282 cm and 22.5 crr || < 113.5 cm. Each TEC is composed of 9 disks,
carrying up to 7 rings of silicon micro-strip-detectors lwradial strips of 97:m to 184
pm average pitch, providing up to@measurement per trajectory.

Furthermore some modules and rings of TIB, TID, TOB and TEQycarsecond
micro-strip detector module which is mounted back-to-battk a stereo angle of 100
mrad in order to provide a measurement of the second coaisl{nin the barrel and
on the disks). The single point resolution of this measurenaaries with pitch and it is
for example 23Q:m and 530um in TIB and TOB. In conclusion the tracker ensures at
least~ 9 hits in the silicon strip tracker in the full range joff < 2.4 with at leasts 4 of
them being two-dimensional measurements.
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2.3.4 Electromagnetic calorimeter

The electromagnetic calorimeter of CMS (ECAL) is a hermetimbgeneous calori-
meter made of 61200 lead tungstatdVO,) crystals mounted in the central barrel part,
7324 crystals in each of the two endcaps and a preshowertaleptaced in front of the
endcap crystals (mainly far identification). Avalanche photodiodes (APDs) are used
as photodetectors in the barrel and vacuum phototriode$g)ViR the endcaps. The high
density of crystals give the calorimeter the charactessif fast response, fine granularity
and radiation resistance, as well as a good capability tecti¢he decay to two photons
of the postulated Higgs boson.

The main radiation damage which the crystals undergo is a&Magth-dependent
loss of light transmission. This damage can be tracked ameéated for by monitoring
the optical transparency of the crystals with injectediégat [11, 12].

The energy resolution of the ECAL, for incident electrons aasured in a beam test,
is shown in Fig. 2.13; the stochastic (S), noise (N), and @ongC) terms given in the
figure are determined by fitting the measured points to thetiom:

(%) = (%) +<%) +C2 (2.5)
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Figure 2.13: ECAL energy resolutiong (E)/E, as a function of electron energy as
measured from a beam test. The stochastic (S), noise (N)arsdant (C) terms are
given.

Thebarrel part of the ECAL EB) covers the pseudorapidity rangg < 1.479. The
crystals are mounted in a quasi-projective geometry todas@cks aligned with particle
trajectories, so that their axes make a small angl® (8ith respect to the vector from
the nominal interaction vertex, in both tieandn projections. The crystal cross-section
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corresponds to approximately 222 mm? at the front face of crystal and 226 mm?

at the rear face, while its length is 230 mm correspondingt8 X,. The centres of the
front faces of the crystals are at a radius 1.29 m. The ciystia contained in a thin-
walled alveolar structure, submodules, which are asseiibte modules of different
types according to the position iy each containing 400 or 500 crystals. Lastly four
modules are assembled in a supermodule which contains 1y§ials.

Theendcaps(EE) cover the pseudorapidity rangel79 < |n| < 3.0. The longitud-
inal distance between the interaction point and the endoapl@pe is 315.4 cm, taking
account of the estimated shift toward the interaction pbyni.6 cm when the 4 T mag-
netic field is switched on. The endcap, which is divided intea®es, oiDees consist of
identically shaped crystals grouped in mechanical uniss>ob crystals, the supercrystals
(SCs), consisting of carbon-fibre alveolar structure. Tlystats and SCs are arranged in
a rectangular: — y grid, with the crystals pointing at a focus 1300 mm beyondiniber-
action point, giving off-pointing angles ranging from 2 tal8grees. The crystals have a
rear face cross section of 30 30 mm?, a front face cross section 28.6228.62mm?
and a length of 220 mm (24.X,).

It is worth mentioning that the number of scintillation pbi$ emitted by the crystals
and the amplification of the signal are both temperature ntggrat, resulting in an overall
variation of the response to incident electrons estimétexls + 0.4)% °C~!. Therefore
the temperature of the system has to be maintained constiémhigh precision, within
+0.05°C to preserve energy resolution, requiring a cooling systapable of extracting
the heat dissipated by the read-out electronics. Thissysiaploys water which, flowing
through thermal screens (which decouple crystals from ilieos tracker), pipes and
aluminum cooling bars placed in close contact with the veoptfend electronics cards,
is supplied at a temperature of 18 to each supermodule in the barrel, independently.

The principal aim of the CM®reshower detector(ES) is to identify neutral pions
in the endcaps within a fiducial region 1.653 || < 2.6. It also helps the electron
identification and improve position determination with lmigranularity. The Preshower
is a sampling calorimeter with two layers: lead radiatorsdte electromagnetic showers
from photons/electrons while silicon strip sensors plaafer the radiator measure the
deposited energy and the transverse shower profile. Theialdleckness traversed be-
fore reaching the first sensor plane i§2plus a further X, before reaching the second
plane, making about 95% of single incident photons startvehiag before the second
plane. Each silicon sensor has an active area of &1 mm? and the nominal thickness
of 320 um, so that a MIP (minimum ionizing particle) deposits 3.6 fCcbirge in this
thickness (at normal incidence).

The layout of the calorimeter is shown in Fig. 2.14, while.RAdL5 (a) and (b) show
the barrel as mounted inside the hadron calorimeter anduterarystal structure of one
of the endcap dees, respectively.

2.3.5 Hadron calorimeter

The hadron calorimeters (HCAL) are particularly importamt the measurement of
hadron jets and neutrinos or exotic particles resultingpipaaent missing transverse en-
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Figure 2.14: Layout of theCMS electromagnetic calorimeter showing the arrange-
ment of crystal modules, supermodules and endcaps, witbréshower in front.

ergy. In Fig. 2.16 a longitudinal view of CMS detector is showrith the HCAL in
evidence. The hadron calorimeter barrel (HB) and endcap$ éiibehind the tracker
and electromagnetic calorimeter as seen from the interagiint. The HB is radially
restricted between the outer extent of the electromageatarimeter (r = 1.77 m) and
the inner extent of the magnet coil (r = 2.95 m). Thus, an dudeiron calorimeter (HO)
or tail catcheris placed outside the solenoid complementing the barreficaéter, and
forward calorimeters (HF) placed at 11.2 m from the IP gui@@a coverage jn| from
3 up to 5.2, using a Cherenkov-based, radiation-hard teogol

The HB calorimeter is a sampling calorimeter covering the pseudorapidity eang
In| < 1.3. The HB is divided in two half-barrel sections (HB+ and HBehsisting of
36 identical azimuthal wedges. The wedges are construaiedfdlat brass absorber
plates aligned parallel to the beam axis and bolted togetharsuch a way that each
wedge contains no projective dead material. The total &#esdhickness at 90is 5.82
interaction lengthsX;) but increases with polar angle up to 10\6at || = 1.3. The
active medium uses the tile and wavelength shifting fibrecephto bring out the light.
It is used the 3.7 mm thick Kuraray SCSN81 plastic scintildbo its long-term stability
and moderate radiation hardness.

The hadrorcalorimeter endcaps HEcover a substantial portion of the pseudorapid-
ity range, 1.3< |n| <3 (13.2% of the solid angle), a region containing about 34% of
the particles produced in the final state. The needed hightrad tolerance, non mag-
netic properties of the absorber material, sufficient higimber or radiation length, good
mechanical properties and reasonable cost led to the cbbiC26000 cartridge brass.
The HE is placed between the electromagnetic calorimetérarel ES, and the muon en-
dcap yoke. The design of the absorber is chosen in order tiomzii the cracks between
HB and HE. The brass plates, arranged in a staggered geowi#irgio projective dead
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(b)

Figure 2.15: (a) The barrel positioned inside the hadron calorimetérAfbendcap
Dee, fully equipped with supercrystals

Figure 2.16: Longitudinal view of the CMS detector showing the locatimighe
hadron barrel (HB), endcap (HE), outer (HO) and forward (Efdprimeters.

material, are 79 mm thick with 9 mm gaps for scintillators@oemodation and result in
about 10 interaction length (including electromagnetiestals). The trapezoidal shaped
scintillators are organized in trays inserted into the gaple absorber and have grooves
in which the wavelength shifting fibres collecting scirailbn light are inserted. Mul-
tipixel hybrid photodiodes (HPDs) are used as photodetedtw their low sensitivity to
magnetic fields and their large dynamical range.

Since the combined stopping power of EB plus HB does not peosufficient contain-
ment for hadron showers, in the central pseudorapidityorethie hadron calorimeter is
extended outside the solenoid coil with a tail catcher da® or outer calorimeter
(Fig. 2.17. The magnetic field, outside the vacuum tank ofdbienoid, is returned
through an iron yoke organized in five rings (the tail catahen), in which the HO is
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placed as the first sensitive layer (in the central ring tlaeestwo layers of HO on either
side, because of the lower coverage of the HB). The total defiitie calorimeter system

is thus extended to a minimum of 11\3 except at the barrel-endcap boundary region.
In detail, the HO consists of one or two layers of scintiliaites located in front of the
first layer of the barrel muon detector. Scintillation ligham the tiles is collected using
wavelength shifting fibres and transported to the photatets located on the structure
of the return yoke. Studies using simulations of the CMS detdtave shown that the
physics impact of the HO detector is to recover the leakagdledarcentral pseudorapidity
region due to the small HB coverage.

Figure 2.17: Layout of all the HO trays in th€MS detector.

The forward calorimeter HF experiences unprecedented particle fluxes. On aver-
age 760 GeV per proton-proton interaction is depositedthedawo forward calorimeters,
compared to only 100 GeV for the rest of the detector. Funtioee, this energy is concen-
trated at high rapidities, so that|gt = 5 with an integrated luminosity of 500 b (~10
years of LHC operations) the HF will experiensel0 MGy and an extremely high rate
of charged hadrons (at 125 cm from the beam-line the rateexileed10'! per cm—2).
For these reasons the radiation hardness of the activeialaseessential for successful
operations, which led to the choice of quartz fibres (fuskcascore and polymer hard-
cladding). The signal is generated when charged showeicleargenerate Cherenkov
light, thereby rendering the calorimeter mostly sensitovéhe electromagnetic compon-
ent of showers.

The HF calorimeter consists of steel absorber structureisheomposed of 5 mm
thick grooved plates in which the fibres are inserted. Tardisish showers generated
by electrons and photons from those generated by hadrooseais of fibres are read out
separately: the first half runs over the full depth of the atso(165 cm= 10\;) while
the other half starts at a depth of 22 cm from the front of theater, accordingly to the
fact that electrons and photons lose a large part of theiggnra the first 22 cm of the
material. The whole structure is essentially cylindricahvouter radius of 130 cm, placed
at 11.2 m from the interaction point, and is housed in a haonadiation shielding which
consists of layers of 40 cm thick steel, 40 cm of concrete,5aaih of polyethylene.
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The HF calorimeter is also used for the CMS real-time lumityoseasurement, within
1% statistical accuracy (5 % of systematic uncertainty filin@ analyses) with an update
rate of 1 Hz. Two methods has been studied:ziéw® countingnethod considers the aver-
age fraction of empty towers to infer the mean number of atons per bunch crossing,
while the second exploits the linear relationship betwdmnaverage transverse energy
per tower and the luminosity.

2.3.6 Forward detectors

The CASTOR (Centauro And Strange Object Research detector is a quartz -
tungsten sampling calorimeter, with characteristics diation hardness, fast response
and compact dimensions, designed for the very forward rgprdgion in heavy ion
and proton-proton collisions at the LHC. Its physics motmatis to complement the
nucleus-nucleus physics program and also to study theadiifle and lows physics in
pp collisions. CASTOR is placed at 14.38 m from the interactiomp covering the pseu-
dorapidity range 5.2 |n| < 6.6. The total and electromagnetic energy resolution in the
typical acceptance range is around 1%. As the HF, it is a Chevelpased calorimeter
constructed from layers of tungsten plates as absorberws®sdi fsilica quartz plates as
active medium. In the electromagnetic section it reachet X@, while in the hadronic
section it has a total of 9.2%;.

Thezero degree calorimeter(ZDC), providing pseudorapidity coverage |gf > 8.3
for neutral particles, is designed to complement the CMS f@myard region, especially
for heavy ion and pp diffractive studies. Two identical ZDG@e #cated between the
two LHC beam pipes at 140 m on each side of the CMS interaction region, inside the
neutral particle absorber TAN, designed to protect magaetsdetectors against debris
generated in the pp collisions and against beam halo and losses. The expected en-
ergy resolution on spectator neutrons is around 10-15%nAss HF and CASTOR, the
ZDC active material is made of tungsten-quartz fibres. Thed tiepth of the calorimeter
is~ 7.5\, divided in 6.5)\; for the hadronic section and 18, for the electromagnetic
part.

2.3.7 The muon system

Muon detection is a very important tool to recognize sigredwf interesting pro-
cesses over the very high background rate expected at thewitdCfull luminosity.
An example can be the Standard Model Higgs boson decay iruthkepptonic channel
H — ZZ (or ZZ*) — 41, which, in case the leptons are muons, is called "gold pfated
channel; or the large variety of BSM theories which predietghesence of muons among
the final states. So, precise and robust muon measuremenéd@as central theme since
from CMS earliest design stages (just think to the name givehe detector).

The muon system provides muon identification, momentum oreasent and trig-
gering. Good momentum resolution and trigger capability arhievable with the high
solenoidal magnetic field and the flux return yoke (this senalso as hadron absorber
for muon identification), while the identification of muorssprovided through three dif-
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ferent types of gaseous particle detectors (DT, CSC and RP®etee and Fig. 2.18).
Due to the shape of the solenoid magnet, the muon system wasihadriven to have a
cylindrical barrel section and 2 planar endcap regions.

1200
Z (cm)

Figure 2.18: Layout of one quadrant EMS, with DT, CSC and RPC in evidence.

In the barrel region where the muon rate is slow and the magjfed is uniform and
mostly contained in the steel yokdrjft tube chambers (DT) with rectangular drift cells
are used. The chambers cover a pseudorapidity régjoa 1.2 and are organized in 4
stations. The drift cells of each chamber are offset by adelliwidth with respect to their
neighbor to eliminate dead spots in the efficiency. Thisglealso allows to measure the
muon time with excellent time resolution for efficient burabssing identification.

In the 2 endcap regions, where the muon rates and backgreuesid kre very high and
the magnetic field is not uniform, the muon system wsethode strip chambers(CSC).
They are characterized by fast response time, fine segrenéatd radiation resistance,
identify muons withn| between 0.9 and 2.4 and also provide a precision measurément
ther — ¢ bending plane.

The offline reconstruction efficiency of simulated singleansamples (Fig. 2.19) is
typically 95-99%. Due to the multiple scattering in the débdes before the first muon
station, the offline muon momentum resolution of the stamuaimuon system is about
9% for smalln andp values at 200 GeV (improved by an order of magnitude using als
the inner tracker) and is between 15% and 40% at 1 TeV, depgmahi|»| (improved to
5% using information from tracker system), Fig. 2.8. The mgportant characteristic
of the DT and CSC is that they can each trigger ormpthef muons with good efficiency
and high background rejection, independent of the resteoflétector.

A complementary, dedicated trigger system consistingesistive plate chambers
(RPC) was added in both the barrel and endcap regions, providaependent and highly
segmented trigger with a shap threshold (up tdn| < 1.6). They produce fast response
with good time resolution but worst position resolutionpest to DTs and CSCs. There
are a total of 6 layers of RPCs in the barrel and a plane of RPCs m@ate first 3
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Figure 2.19: Muon reconstruction efficiency as a function of pseudorapidr dif-
ferent values opr. Left panel: standalone reconstruction (using only hiterfithe
muon system with a vertex constraint). Right panel: globabnstruction (using hits
from both the muon system and the tracker).

stations in the endcaps.
Finally a sophisticated alignment system measures thei@uosiof the muon detect-

ors with respect to each other and to the inner tracker, ierai@ minimize the muon

momentum resolution. Now, some more details follow aboatkinee muons detectors.
The material thickness crossed by muons, as a function ofjosapidity, is shown in

Fig. 2.20.
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Drift tube system

The drift chambers containing more than 172000 sensitivesrdre accommodated in
the four muon stations in the CMS barrel, in a concentric ciyltal geometry around the
beam line. The maximum path and time of drift is 21 mm and 3801 i@sgas mixture of
Ar and CO,, values suitable to produce negligible occupancy and aisio the number
of active channels to an affordable value. In each of the tPose of the yoke there
are 4 muon chambers per wheel, labeled MB1, MB2, MB3, and MB4 (ZR). A
drift-tube chamber is made of 3 or 2 superlayers (SL, Fig2Reach made of 4 layers
of rectangular drift cells. The chamber structure use amaum honeycomb plate that
separates the outer superlayer(s) from the inner one. Tha®lglued to the outer faces
of the honeycomb. The cell design includes 5 electrodes ofl@wire, 2 field shaping
strips, and 2 cathode strips. In each drift cell the anode58 @an diameter gold-plated
stainless steel wire. The field electrode is made of a 16 mre Va0, m thick aluminum
tape glued on a mylar tape that insulates the electrode esjbect to the aluminum plate
set to ground. Cathodes consists of g/l thick, 11.5 mm wide aluminum tape placed
on both sides of the I-beam and from it insulated. The mldtcteode design also ensures
this performance in the presence of the stray magnetic frelslmt in some regions of the
chambers.

Figure 2.21: Layout of theCMS barrel muon DT chambers in one of the 5 wheels.

The chambers in each wheel are identical with the exceptionheels -1 and +1

where the presence of cryogenic chimneys for the magnetestsothe chambers in 2
sectors.

A muon coming from the interaction point first encountersmeasuring SL, passes
through the honeycomb plate, then crosses the z-measuriagdthe second-measuring
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Figure 2.22: A DT chamber inside the iron yoke; the view is in the{¢) plane. One
can see the 2 SLs with wires along the beam direction and ttex perpendicular to
it. In between is a honeycomb plate with supports attachéget@ron yoke.

SL. At high momenta (greater than 40 GeV) the probabilityleE#omagnetic cascades
accompanying the parent muon becomes relevant. The redeyd@eded to separate
the electromagnetic component giving a good tracking efficy and to cope with the
background of neutrons and photons (whose rate is muchrldrge that from prompt

muons) is obtained by having several layers of enough-aggzhdrift cells per station.
This design gives an efficiency to reconstruct a hpghmuon track with a momentum
measurement delivered by the barrel muon system aloner blette 95% in the pseu-
dorapidity range covered by 4 stations, e 0.8.

It's worth saying that the DTs also act as muon triggers. Bri¢fle wire signals are
the input to the so-called "Bunch and Track Identifiers” (BT Mhich through special
algorithms obtain a trigger signal with bunch crossing tdeation. The BTIs search for
coincidences which can correspond to certain track pattérhen the trigger candidates
in each chamber are selected and propagated to subsequedat TEhe final selection of
the DT muon trigger propagates the best four muon candigetelsunch crossing to the
Global Muon Trigger.

Cathode strip chambers

The CMS Endcap Muon system consists of 468 cathode strip a/a(iBSC) (Fig. 2.23).
The chambers are trapezoidal and through overlappinggemontiguoug-coverage. A
muon in the pseudorapidity range k2|n| < 2.4 crosses 3 or 4 CSCs, in the range 0.9
< |n| < 1.2 is detected by both the barrel drift tubes and endcaps A8Qse baseline
design, muons witly)| < 2.1 are also detected by resistive plate chambers (RPC).

The CSCs are multiwire proportional chambers comprised of@arwire planes
(filled with gas) interleaved among 7 cathode panels runimngadial direction. The
overall area covered by the sensitive planes of all chamibeabout 5000n?, the gas
volume is> 50m?, and the number of wires is about 2 million. The cathode clamban
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Figure 2.23: Quarter-view of the CMS detector. Cathode strip chambethetnd-
cap Muon system (ME) are highlighted.

operate at high rates and in large non-uniform magneticdjgicbviding precision muon
measurement and trigger in one device. Each crossing mumprogide up to six spatial
points per chamber, obtained combining the cathode stngsaaode wire signals. The
cathode strips collect the charge induced in the gas by thesierg muon, and by charge
interpolation in three-strip clusters a very precise mezsent is obtained. The anode
coordinate is provided by the combined readout of wire gsodmong the performances
of the CSCs we include the 99% efficiency per chamber, about 2esotution inr — ¢

at the first level trigger and between 75 and 1&0for offline reconstruction.

As for the DTs, CSC also work as trigger detectors. The trigggamal in a chamber
depends on the presence of a local charged track (LCT) triggerbining anode LCT
and cathode LCT. The two signals are sent to the CSC track finthech selects muon
tracks in a0° sector. Finally the CSC muon sorter selects four muons pestbarossing
and transmits them to the Global Muon Trigger.

Resistive plate chambers

Resistive Plate Chambers (RPC) are gaseous parallel-platgaistihat combine ad-
eguate spatial resolution with a time resolution comparaithat of the scintillators. An
RPC is capable of tagging the time of an ionizing event in a nalwrter time than the
25 ns between 2 consecutive LHC bunch crossings (BX), regchitime resolution of
1.5 ns. Therefore, a fast dedicated muon trigger devicedoaisdRPCs can identify un-
ambiguously the relevant BX to which a muon track is assodiaten in presence of
high rate background expected at the LHC (rates may ré@idliz/cm?). The RPC basic
double gap module consists of 2 gaseous gaps, operatin@lianahe mode with com-
mon strips in between (Fig. 2.24). Each gap is formed by tweliz plates separated by
insulating spacers. The bakelite plates are coated wittwiive graphite paint acting as
an electrode, insulated from the readout strips. Sinceotlaéihduced signal is the sum of
the 2 single-gap signals, the module can operate at low&gelwith an higher effective
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Figure 2.24: Layout of a double-gap RPC.

Six layers of RPC chambers are embedded in the barrel iron. yel&dundancy
present in the first 2 stations allows the trigger algoritlonpérform the reconstruction
always on the basis of 4 layers, even for lpwparticles, which may stop inside the iron
yoke. In the endcap region, three layers of RPC are embeddbd iron yoke, covering

the region up to) = 1.6.



Chapter 3

Physics at the LHC

3.1 Introduction

The Standard Model of particle physics and the Standard Clogical Model syn-
thesize four centuries of steady progress in understamalingvorld. Even if they de-
scribe the fundamental aspects governing the microscapiareacroscopic phenomena
there are still open questions which need to find an answekndf that about a quarter
of the universe is matter and, and that about a fifth of theen&tmade of quark and
leptons. We know the universe is made almost entirely ofenatd not antimatter, even
though they were produced during the big bang in equal amso@ertain observations,
in conclusion, seem to suggest that the big bang was folldwealperiod of rapid space-
time expansion, called inflation, and we don’t know what thiial physical cause was.
So, although some information from cosmology can still ¢@is the answers to these
basic questions, it can not definitively solve these fundaaiessues. The CERN Large
Hadron Collider (LHC) is the tool that could provide, throuig discoveries, what is
needed to construct a more comprehensive theory whichlpg®siplains the origin of
the phenomena described in the Standard Models. In that senean regard the LHC as
a “why machine”, designed to discover signals of new physssing supersymmetric
models, string theories, etc.

This chapter is dedicated to the most significant physiadtesollected by the LHC ex-
periments in the first year of data taking with some intengstipdates using 2011 data.
The physics program in the first two years was guided by thesesections of various
reference processes as shown in Fig. 3.1.

With increasing luminosity throughout 2010 and 2011 theseixpents have published
results from high cross-section to lower cross-sectiorgsses, from multi-particle pro-
duction,.J/¥ andY’, W andZ bosons, to top quark production and particle searches.

37
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Figure 3.1: Cross-sections for Standard Model processes at hadrdderslias func-
tion of the center-of-mass energy.

3.2 Recent Physics results at the LHC

3.2.1 Charged particle multiplicity

The multi-particle production events are modeled by irtedgsoton-proton collisions
and diffraction at small momentum transfer, and are oftéarred to as minimum bias
events, since the trigger requires only a minimal energyosigipn in the forward and
backward region of the detector. An interesting result showthe CMS Collaboration
concerns the particle correlations in the two dimensidnabndA¢ plane (Fig. 3.2) [13].
The observed structure in the correlation functiod\at~ 0 andA¢ ~ 0 can be inter-
preted as the manifestation of jet production and Bose-&imsrrelations. The back-
ward ridge atA¢ ~ 7 is due to momentum conservation. The new observation of CMS is
the appearance of a ridge Atp ~ 0 in high multiplicity events with the number of
charged particles larger than 110 and 1 Gey, < 3 GeV. A similar effect has already
been observed at RHIC (Relativistic Heavy lon Collider) in hyeiawn collisions [14], but
itis the first time the effect is observed in proton-protoflisimns. The physical interpret-
ation of the ridge is subject to further investigations.
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(a) CMS MinBias, DT:-I'.H GeVic (b) CMS MinBias, 1.uGeWn=pT-:3.uGeW=
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Figure 3.2: (a),(b) CMS measurement of 2D two particle correlations for minimum
bias events, and (c), (d) high multiplicity events, (., > 110).
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3.2.2 Bottom quark production

The LHC is a factory of b-flavored hadrons. The LHCb detectaledicated for the
study of c- and b-quarks, having among its main goals the mneasent of CP violation
and the study of rare decays. First, the total cross seatiobbfX production has been
measured, as well as the production cross sectionslafored hadrons a$/«, Y and
B.

LHCb has obtained first results on the branching rd&io — p*p~ analyzing 37
pb~* of 2010 data. The Standard Model predicts a valu@s 4 0.02) x 105, but new
resonant states, for example supersymmetric particlesd aacrease this branching ratio
substantially. A precise measurement of the branching ratiherefore one of the best
tests for new physics i meson decays. The 95% C.L. limits [15] obtained

B(BY = utp™) < 56x107%, (3.1)
BBy — utp™) < 1.5x107%. (3.2)

are comparable to limits found at Tevatron with about 6'fdviore recent measurements
performed by the CMS experiment with 1.14 fbof 2011 data lead to more strict limits
on the branching rations [16]

B(B? - putu™) < 1.9x1078, (3.3)
BBy — putp™) < 46x1077. (3.4)

3.2.3 Intermediate Vector Bosons and Top Quark

An important milestone for the LHC experiments in 2010 was theasurement of
the production cross-sectionsdf andZ bosons. Notably if we consider that the Higgs
boson is expected to decay with high branching fractions jatirs ofi¥ and Z and, in
general, the intermediate vector bosons are among the rmames of background to
new physics processes. The main background of QCD multiwgits is rejected by the
requirement of a charged lepton with high transverse moummeaind significant missing
transverse energy (fdil’) or a second oppositely charged lepton (fox. The results
are reported in Fig. 3.3, where the LHC measurements are ax@upo results at lower
energies [17].

ATLAS and CMS have also measured the charge asymmetry otinelsemi-leptonic
W decays and the first measurement of tiepolarization at hadron colliders. In partic-
ular, in Fig. 3.4 the recent CMS results are shown [18]. Thaesbf charge asymmetry
measured with electrons and muons are in good agreemeneadth other and provide
useful information on the- andd-quark momentum fractions in the proton. The latter
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ATLAS andCMS W andZ production cross-sections times branching ratios. The

error bars are the statistical and systematic uncertaiatided in quadrature.

and the measurement of thié polarization, that confirms the preferably left handed pro-
duction of bothi¥* andi¥ —, prove that the LHC is ready to complex and challenging pre-
cision electroweak tests as additional data are availablecent update on electroweak

Cross section measurements in shown in Fig. 3.5.
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Figure 3.4: Measurement of the lepton charge asymmetrilirevents (left) and of

the W polarization (right),

inCMS.

The selection of top candidates is particularly challeggimce it requires a complete
understanding of all major physics objects as detected égxiperiments. The first top
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Figure 3.5: CMS precision tests of electroweak processes.

quark evidence has been obtained studying the stropgpduction, whose cross section
benefits from its steep increase with center-of-mass enegpect to lower energy col-
liders. The events are selected requiring high transvemaentum leptons or di-leptons,
jets with at least 1 jet b-tagged and missing energy. As showig. 3.6 the measure-
ments are in agreement with the most recent NLO and approgiMiELO predictions.
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Figure 3.6: Top quark pair-production cross-section at hadron calides measured

by CDF and DO at TevatroCMSandATLAS at LHC . The theoretical predic-

tions forpp andpp collisions include the scale and parton density functioceutain-
ties.

The complete mastering of all tools needed to reconstrutuaderstand top quarks
at LHC has been successfully proven through the first meammeof single top pro-
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duction cross section. Using only 36.1 pbof LHC data, CMS experiment has been
able to measure the single top production cross sectioreit-thannel ag; = 83.6 +
29.8(stat + syst) £+ 3.3(lumi) pb, despite the tiny expected value and the presence of
important backgrounds as W+jets amdmore details in Sec. 4.6 and Chapters 5 and 6).

3.2.4 Higgs boson

The search for the Higgs Boson is one of the most ambitiousgahe LHC ex-
periments. The direct lower limit on the Higgs boson masse®from electron-positron
collision data at LEP, and it ;. > 114.4 GeV at 95% C.L.. Recent results from Tevat-
ron with up to 6.7 flo' of pp data exclude also a mass window of 158n; < 175 GeV.
The main modes for the Standard Model Higgs production apth&®n-proton collider
are gluon-gluon fusion, with a cross section form 1 to 10 pliHiggs masses of 400 and
110 GeV (Fig. 3.7, left), while the main decay paths &rend 7~ below threshold for
decay to vector boson pair, and WW and ZZ above (Fig. 3.7,)ight
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Figure 3.7: Standard Model Higgs boson production cross sections foeV pp
collisions (left), and decay branching ratios (right).

The amount of data collected in 2010 at the LHC was not largeigimto perform an
exhaustive search that can yield, in general, to competiggults with respect to the Tev-
atron collider. Considering CMS as example, this was onlyiptessso far, for a couple
of analysis: Standard Model Higgs 1/ ~, whose cross section is enhanced by the
presence of a fourth generation of quarks and supersynuidiggs (MSSM) decaying
in 7 pairs [19]. Since leptons originating frod — W1V~ decays tend to have a relat-
ively small opening angle, while those frofil} backgrounds are preferentially emitted
back-to-back, the angle between the two leptadxs;, is a variable with high discriminat-
ing power. No excess has been found above the Standard Mquksttation, in the lower
Agy region (Fig. 3.8, left) and so exclusion at 95% C.L. has beéfosédiggs masses
between 144 and 207 GeV.

The second analysis studies thpair decays of the neutral Higgs bosons, in a picture
(the minimal supersymmetric extension to the Standard Njadén five massive Higgs
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Figure 3.8: Distribution of the opening angle between the two leptaxs;;, in WW
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(right).

particles. The observedpair mass spectrum reveals no evidence for neutral Higgsbos
production and the results can be translated into exclusgions in the MSSM parameter
space (Fig. 3.8, right). Extrapolations considering thelsimed measurements in all
decay channels from ATLAS and CMS, estimate that with 5-10' flso already in the
next months) we’ll be able to definitely exclude or discoves Higgs boson in the mass
range between 120 and 600 GeV. The most recent limits on theceed Higgs boson
mass obtained using 1.0-2.3 fhfrom combining CMS and ATLAS measurements are
shown in Fig. 3.9.

bc% "ATLAS + CMS Preliminary, \s = 7 TeV [ —— Observed

B L, = 1.0-2.3 fb/experiment {#55 Expected+ 1o

S 10 ) \\\‘\\\\\ ) N S Expected + 20

2 ) ‘\\x‘\\‘\ \ LEP excluded

= s \\\\\.‘* | [T Tevatron excluded

j RN ANG 2| [0 LHC excluded

. i Qucemea

. N

Te) 1= e — =

® ] e 5

ased T .
107 L .‘:?;}\.\\&Nfﬂ R RN, 4 s
100 200 300 400 500 600

Higgs boson mass (GeV/c?)

Figure 3.9: ATLAS andCMS combined limits on Higgs boson mass.
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3.2.5 Beyond Standard Model theories

One of the theoretically favored theories beyond the Stahtiéodel is supersym-
metry [20, 21], being able to solve the hierarchy problemhgyihtroduction of supersym-
metric particles (called "sparticles”) with the same quaminumbers as the SM particles,
but differing by half a unit of spin. The dominant producticmannels of heavy colored
sparticles at the LHC are squark-squark, squark-gluinagaundo-gluino pair production.
These sparticles decay into quarks, gluons and other SMleattas well as neutralinos
which escape undetected, leading to final states with ddvadaonic jets and large miss-
ing transverse energy [22]. No excess with respect to thed&td Model predictions has
been observed and consequently 95% C.L. limits on the paeasigdce of SUSY models
have been set (Fig. 3.10). Based on the results obtained frerantalysis performed, it
has been extrapolated that, if supersymmetry is really arsgtny of nature, it would be
definitely possible to detect SUSY signals with an amountadéd100 times larger than
2010 statistics. Since up to November 2011 LHC delivetel fb~', soon in the next
months we’ll have the answer to this meaningful and full gfestations question.
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Figure 3.10: 95% C.L. exclusion limits in the (gluino, squark) mass pldoe
ATLAS experiment (a) and in ther(y, m; ») mass plane fofCMS experiment (b).
mg andm, /s, are the masses of the superparticles with spin 0 and 1/Zctsply.

Among the new physics searches at the LHC it's worth mentersearch for quark
compositeness and for new strongly coupled heavy bo3énsA’) [23]. The first could
be revealed through deviations from di-jets angular distron as predicted by perturb-
ative QCD, the second as data excess in the tails of recotedfid€ transverse mass or
Z invariant mass distributions (Fig. 3.11). Since no new pigysignals have been ob-
served, LHC established lower limits (at 95% C.L.) on contaigtractions scald}’”’ and
Z' masses. The values found for example by CMS dre: 5.6 TeV, My = 1.58 TeV
and My = 855 GeV [24, 25, 26].

To conclude this part | want to mention the recent resultsxraedimensions and mi-
croscopic black holes searches. Extra-dimensions theongosed to solve the hierarchy
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Figure 3.11: Transverse mass fé¥ — e + v events.

problem assume a scenario where the SM is constrained t@thmon 3+1 space-time
dimensions, while gravity is free to propagate through thiere multidimensional space.
Because of this, the gravitational force is effectively tiii The phenomenological ef-
fect would be the production of massive Kaluza-Klein grawistates, which decay into
a di-photon final state [27]. So a search for large extra-dsi@ns could be performed
looking for an excess of events in the high mass tail of theilligion of the di-photon
invariant mass. In Fig. 3.12 (left) the results obtained bySCae shown, which lead to
graviton mass lower limits in the range 1.6 - 2.3 TeV (depegdin the number of extra-
dimensions hypothesized) and consequently to the mosicte& limits on the existence
of large extra-dimensions to date (for dimensions greatan 6).

Another possible manifestation of the presence of comiieatxtra dimensions could
be the production of microscopic black holes [28]. Once teégms colliding in LHC ap-
proach each other to a distance comparable to the size aféxtrensions, they could feel
the full strength of gravity and may collapse into a micrgecdlack hole. These black
holes should then immediately evaporate emitting energetrks and gluons, as well as
leptons, photons and’ / Z bosons. In a recently published result [29], CMS searched for
events with high multiplicity of energetic objects, stualyithe distribution of the variable,
St defined as scalar sum of transverse momenta of most enepgeticles (Fig. 3.12,
right). CMS has been able to exclude black holes with the mininmasses between 3.5
and 4.5 TeV.

3.2.6 Heavy lon Physics

At the end of 2010 proton-proton run, lead ions were colligethe LHC at a center-
of-mass energy of/syy = 2.76 TeV, this representing a significant boost in enerdi wi
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Figure 3.12: Invariant mass distribution of di-photon events with siatidn of the

excess foreseen in a couple of extra-dimensional moddt3. (Bistribution of the

variable St and simulation of the excess due to the production of miapiscblack
holes in different models (right).

respect to,/syy = 0.2 TeV at RHIC. The ALICE experiment at LHC is specialized on
the investigation of heavy-ion collisions, but also ATLASIaCMS were expected to
provide important complementary results. Apart from thst fineasurements performed
by ALICE, i.e. the multiplicity density of primary charged npiales and the charged
particle elliptical flow in central rapidity region, two weinteresting results have been
obtained and confirmed by ATLAS and CMS experiments: jet goiggcand the sup-
pression of/ /¢ production.

A measure of jet-quenching is the asymmetry in transverseges of two jetsd; =
(Er, — Ep,)/(Er, + Er,), for A¢ > w/2. A deviation from asymmetry predicted in
models like Hijing [30], which do not include jet-quenchieffects, could indicate the
formation of a very dense medium, the quark-gluon plasmaselnteractions make one
of the jets lose a lot of energy. In Fig. 3.13 the results oigdiby ATLAS and CMS are
shown [31, 32]; confirmation of the observed phenomenon sats® from ALICE.

Lastly, the observation of /¢ production suppression too is in total agreement with
prediction of formation of dense media with colored constitts [33].
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Chapter 4

The Top Quark

4.1 Introduction

The top quark plays a special role in the Standard Model (Sadicle physics and
constitutes a very promising sector for new physics searchéis is supported by the
following theoretical considerations:

» The top quark has the largest mass and Yukawa coupling atherelementary SM
fermions. So, it is naturally related to the electroweak syatry breaking and may
reveal new strong dynamics.

» The quadratic divergence of the SM Higgs boson mass insaviep quark loop.
For this reason it could be related to the new physics at ¢atasas in SUSY [34]
and little Higgs [35] models, which should reestablish tla¢uralness of the EW
theory.

« Thanks to the high mass, its decays in heavy state$l{asZq, H'q, etc.) are
characterized by very large phase space.

» The top quark prompt decay offers the unique opportunigxigore the properties
of a “bare quark”, such as its spin and mass.

In this chapter, after an introduction on the top quark tbe&ocal background in the
Standard Model, the production (through strong and elesad interactions) and decay
modes will be discussed in detail. At the end, a section iscdéed to a historic overview
over top quark searches in the past years, and recent rageljsesented.

4.2 Top quark in the Standard Model

In the SM, the top quark and its interactions may be descityetthe following lag-
rangian:

49
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Ly = mytt + &Hft + gsﬁ“T“th + eQity"tA,
v

_ g b (4.1)
0 (gv + 94V )2+ == > Vigh" PLgW, + h.c.
q

V2

cos 6,

where, in addition to the definitions given in Sec. 1.2 weddtrceg, = T3/2 —Q sin” Oy
andg, = —T3/2; theleft projector P, which essentially choices the left component of
the quark fields on its right4,, Z, and Wj which represents the physical photan,
andW bosons fields obtained through a rotation of the gauge ﬂéﬁiandBH with mix-
ing angled,, (sinf, ~ 0.23). In detail W = 1/2v/2 (W} £ W?), A, = B, cosf,, +
W2sinb, andZ, = —B,,sin 6, + W} cos6,. Furthermore thg andg’ used in Eq. 1.4
are related to the electric chargéhrough the relatiog sin 0,, = ¢’ cos6,, = |e|. Besides
the well-determined gauge couplings at the electroweale stt&e recent estimations of
the other parameters are listed in Tab. 4.1 [36] (these atdode the recent results from
Tevatron).

me (GeV) Vi Vs |Vidl
173209 >0.79 (40.0:0.9)x10° (85+0.3)x10°

Table 4.1: Recent experimental values for the top quark parametesslifiit on 1,
is obtained imposing the constraijfif,| < 1.

A precise determination of the top quark mass is also impbdance it contributes
significantly to the radiative one-loop corrections. Coasitbr example the one loop
corrections to the electroweak gauge bosons mass (Fig. Bhk) W mass, for example,
could be written as

pige’

2 V2GR
= 4.2
W in? 0., (1 — Ar)’ 4-2)

whereGp is the fermi constant. Since both the top quark and the Higg®e can con-
tribute to the loop, the correctiafar can be expressed in the following form:

3Gpm2 3(;1:’]\42 m2 5
Ar = — ¢ + W2 =}, 4.3
8272 tan? 6, 8/2m2 M 6 (4-3)

resulting in a relation between top and Higgs masses. Inrdiegionm,, My, Mz,
my are respectively the top)/, Z and Higgs masses. It is from the predicted radiative
corrections that was obtained one of the first indirect estions of the Higgs boson mass.
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Figure 4.1: Virtual top quark and Higgs boson loops contribute to #eand Z
masses.

4.3 Top quark decay

Due to the absence of the flavor-changing neutral currentsatevel in the SM, and
having a mass above th&b threshold, the decay width of the top quark could be written
as:

Vig|?Pm3 M2,\2 M2 20, (212 5
(= W) = 5 2 ) o 3r\ 3 2 (4.4)

whereq is the QCD coupling constant and= d, s, b. We can notice that sind&},| >
|Vial, |Vis|, the decay is expected to be dominated by the two-body channe 1.
Moreover this decay allows us to measlrg| while |V,,| and|V;,| may not be practically
measured via the top decay proce$segaluating the ratio:

B(t — Wb) Vo |

= 4.5
Bl Wa) VP + [V < Vil (45)

This relation allows to measure the absolute magnitud®gfif we assume three genera-
tions of quarks (i.e|Via|> + |Vis|> + |Vis|? = 1). The way to measur@’;| directly, with no
assumptions about the number of generations, is to measgte fop quark production
via the weak interaction (see Sec. 5.6.2 and Sec. 6.7). Hawe measurement gf;, |

at hadron colliders is challenging and represents an exaaifghe coordinate effort that
is often required to measure fundamental SM parametersg gimequires input from a
variety of sources: deep-inelastic scattering (for théguadistribution functions), theory
(for precise QCD calculations), and of course the actual mxyt.

1 V,a| may be determined indirectly frol8) B9 mixing and|V;s| from BY B? mixing.
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The most important aspect of equation 4.4 is that:

L(t—Wtq) ~1.3GeV~ > Agcep ~ 200 MeV. (4.6)

0.5 x 10~245

implying that the top quark will promptly decay via weak irgetion before hadronization
and so before top-flavoured hadronstéguarkonium bound states can form. Thus the
“bare quark” properties may be accessible for scrutiny.

4.4 Top quark strong production

The leading process for strong top quark production at thle énergy interactions of
app or pp collision at the Tevatron or LHC, respectively, is the operdtgoair produc-
tion described by perturbative QCD. In this picture, a haatpss between two hadrons
is the result of an interaction between the quarks and glttomsncoming hadrons are
constituted of. The description of the collision can be safea into a short distance
(hard scattering) partonic cross section for the parttaigapartons of type andj, %,
and into long distance terms factored together in the patistnbution functions (PDFs)
fi(z;, u%) (x; is the hadron longitudinal momentum fraction carried bygheoni). The
separation is called factorization of the interaction (Bi@) and is set by the factorization
scaleu?.

The hard process involves only high momentum transfer,|l@utable with perturbat-
ive QCD and is almost insensitive to low momentum scale. Thwfaation is valid to
all orders of the perturbative theory, getting weaker depane on the arbitrary scalé.
as more perturbative terms are added in the expansion.

The parton distribution functions (PDF£) z;, 11%) can be interpreted as the probabil-
ity density to observe the partarwith the longitudinal momentum fractiory, when the
hadron is probed at a scale @f. The PDFs can not be calculated in perturbative QCD,
so are extracted by global fits from deep-inelastic scatjeand other data. In Fig. 4.3 the
PDFs are shown in the CTEQ [37] parameterization, for tweediffit values of)? = 1%
scales.

The total top quark pair production cross section for haattedng processes, p
or pp collisions at a centre of mass energy can be written as:

o' (V/s,my) = Z /d$id$jfi($z‘,ﬂ2)f}($jyﬂ2)

ivj:q7‘jvg (4'7)
X &”_m%pv mf, Li, Ly, aS(MQ)v :uz)'
wheref;(x;, u?) and f;(x;, u?) are the PDFs for the proton and anti-protonruns over
all the parton pairs;g, gg, qg andgg, p = 4m?/v/5 ands = x,x,5.The scaleu? is
commonly chosen to represent both the factorization andethermalization scale (the
last one is introduced during the renormalization procedarremove the divergences

arising in perturbative calculations). The correspondiegnman diagrams at the leading
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Figure 4.2: Parton model description of a hard process using the faetiion ap-

proach.
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Figure 4.3: The quark, antiquark and gluon momentum densities as fumai the
fractionz of proton longitudinal momentum carried in the recent CTa€ameteriza-
tion. Left: Q% = (2GeV)2. Right: Q% = (85 GeV)2.
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Figure 4.4: Top pair production at hadron colliders proceeds at lowstrathrough
quark antiquark annihilatiortdp) and gluon fusionlfottom.

order are shown in Fig. 4.4.

The minimums in the process idm? and sox;z; = §/s > 4m?/s. Now, since the
probability of finding a parton with fractiom decrease with increasing the typical value
of z;z; will be near the threshold for the production. That is, considering ~ z; = «,
x ~ 2m,//s = 0.18 at Tevatron and = 0.025 at the LHC. Therefore, lookinBRFEs
in Fig. 4.3, we immediately understand why at Tevatron datas the quark-antiquark
annihilation while at LHC the gluon-gluon fusion. The topagki pair production cross
section has been recently calculated at the NNLO (nexetd-to-leading order) in QCD,
including threshold resummations, by N. Kidonakis [38].

Table 4.2 summarizes thiecross section calculations for Tevatron and LHC energies.
The LHC is truly a "top factory”, producing, at design eneemd luminosity more thas
1 top pair per second. An accurate evaluation of the prodiictioss section is a necessary
ingredient for the measurement|df,| sincett production is an important background to
the electroweak single top production. Moreover, this €resction is also sensitive to
new physics in top quark production and/or decay. A new soofdop quarks (such as
gluino production, followed by the decay— tt) would appear as an enhancement of
the cross section and a new decay mode (su¢h-agy’) as a suppression. Finally, new
resonances itt production would both increase the top quark cross sectidrba visible
as bumps in the system invariant mass distribution.

onnro(pb) g7 —tt gg —tt
Tevatron (/s = 1.96 TeV,pp) 7.2 85% 15%
LHC (/s = 14 TeV,pp) 894 10% 90%

Table 4.2: Cross sections, at next-to-next-to-leading order in QC&uiting gluon
resummation corrections, fot production via the strong interaction at the Tevatron
and theLHC for m; = 173GeV..
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4.5 Top quark electroweak production

The charged-current weak interaction, besides being nsdigle for the top quark
decay, also significantly contributes to its productione Dlest way to study the properties
of the Wb vertex, and so to measure directly,| at hadron colliders, is studying the
single top electroweak production. The three classes adymtion processes are the
following: Drell-Yan quark-antiquark annihilation echannel, Wb fusion ort-channel,
which is similar to heavy-flavor production via chargedreat deep-inelastic scattering,
and associatetdV production (Fig. 4.5).

q t q

@) (b)

Figure 4.5: Leading order Feynman diagrams for single top quark pracinién s-
channel (a)J¥/-associated ofi¥ (b), andt-channel production (c), the latter is shown
in the LO description together with the dominating NLO dimgt

So far, the electroweak single top production has been wbdeat Tevatron ins-
andt¢-channels and at LHC inl//- and¢-channel (see Sec. 4.6). Calculations of fully-
differential NNLO or NLO single top quark cross sectionsénbeen performed in [39, 40]
and the results for Tevatron and LHC energies are shown in4ld8b We see the typical
change of the production rate from the Tevatron to the LHC alance-induced process
ass-channel is increased by about an order of magnitude, widegtuon or b-induced
processeg{channel) are enhanced by about a factor of 100.For its smua$ section and
the presence of large backgrounds thé-channel has never been observed at Tevatron,
as well as the-channel has not yet been observed at the LHC .

s-channel tW production t¢-channel

Tevatron (/s = 1.96 TeV,pp) 1.04 0.22 2.08
LHC (/s =7 TeV, pp) 4.59 15.6 63.2
LHC (/s = 14 TeV,pp) 11.9 83.6 243

Table 4.3: Cross sections, at the next-to-leading order @arhannel) or the next-
to-next-to-leading order (forl¥- andt-channels), for top quark production via the
electroweak interaction, at the Tevatron and LHC sfgr= 173 GeV.

In conclusion, the quark top sector is full of expectationsgossible manifestation
of new physics beyond the Standard Model. Interesting sigea include: decays into
charged Higgs boson or decays through flavor changing neutreents (in the SUSY
or technicolor model); resonatit production including among resonant states the Higgs
boson, Kaluza- Klein excitation of gluons and gravitonsy échnicolor states]'T" or
singleT" top quark partner production and decay in the Little Higgsleipmultiple top
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quarks and/?’ coming from theories of electroweak symmetry braking or stereded
top quark sector.

4.6 Historic overview and recent results

The top quark, expected as the weak isospin partner @k tjuark discovered in 1977
at Fermilab, was searched for since 1979 atthe colliders PETRA at DESY, at KEK,
SLAC and LEP till 1990 (all searching farte~ — ¢t). They didn't find any signal
and set a lower limit on the top quark mass (45.8 GeV at SLAQ §htl LEP [42]). In
the eighties the search was also brought by the hadron exdliat CERN §ppS up to
Vs = 630 GeV) and at Fermilab (TevatroR/s = 1.8 TeV). The dominant mechanism
for the production of top quarks was expected to be the ptatuof W bosons with
subsequent decdy” — tb for a top mass up to 77 GeV, while it was the pair production
with subsequent decay— Wb for a higher top mass. In 1989 tis®pS set lower limits
to the top mass up to 69 GeV [43], but as soon as CDF at Tevatgantibe data taking,
in 1989, this limit was immediately overcome. In 1992, whbea DO experiment was
commissioned, the lower limit was 91 GeV [44]. After some myements and higher
precision measurements of the top production cross sectidk®95 both CDF and DO
published the discovery of the top quark in strangroduction [45], marking the begin
of a new era, moving on from searches to studies of top quankgrties and back again
to new physics searches in the top quark sector.

The Tevatron has recently published results on top prooluctioss section, mass and
properties precise measurements. In Fig. 4.6 it is showtt itr@ss section measurement
performed by DO [46] and the top mass measurement combmati®0 and CDF res-
ults [47]. The mass of the top quark is known with a relativegsion of 0.54%, and for
the first time the total uncertainty of the combination isdwell GeV. With the current
level of precision, the exact renormalization scheme déefimicorresponding to the cur-
rent top mass measurements could be studied theoretinaifypie detail. Among other
interesting measurements it's worth quoting the top-aptihass difference, the top quark
width, the first evidence of spin correlation in top decayducs, thell” boson helicity
and the forward-backward asymmetrytirproduction.

With increasing statistics the LHC is becoming competitiviéh Tevatron, even if
some measurements are not yet as precise as Tevatron oneis thie case, for example,
for the top mass shown in Fig. 4.7 [48], while for thecross section the measurement
performed by CMS and ATLAS is already very precise (Fig. 4.89]] At the LHC also
the top quark properties are studied, especially to findemnad of new physics beyond
the Standard Model. Measurements of top quark charge,séar&CNC, top-antitop
mass differences (important for testing the CPT symmetrg@imaore statistics to be able
to unveil new phenomena in top quark sector. However, rgcpablished by CMS |, the
most precise measurement to date of the top-antitop mdesedti€e is [50]:

Ampreasured — my — mp = —1.20 + 1.21(stat.) + 0.47(syst.) GeV? (4.8)
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Figure 4.6: tt production cross section measured by DO experiment (a) evatibn
top mass measurement combination (b).

As far as the single top quark production is concerned, itovdg in 2009 that there
was the first claim for observation in and s-channels together at Tevatron [51] (with
observation in the-channel alone in 2011), and in the middle 2010 the first exadeof
thet-channel production in CMS at LHC [52] (and observation int#tolannel with the
ATLAS detector in 2011 [55]).

The most recent results published by Tevatron are showngn4®. Thet- and s-
channel cross section measurements are the most preciseiprie now, with a cross
section ofo(t-ch) = 2.90 & 0.59 pb [53] ando(s-ch) = 1.873 pb [54] respectively, and
a significance higher tharv5and higher than@respectively. In Fig. 4.10 are also shown
the latest results on the measurement of CKlylelement, for the DO collaboration.

At the LHC, the most recent result grchannel published by ATLAS is shown in
Fig. 4.11. With 0.7 fbb* of 2011 LHC collision data they find a cross sectiomr¢fut) =
90 4 973} pb ando(NN) = 105 4 7135 pb for a simple cut and count analysis and a
more complex, neural network based analysis respectivdlyhe measurements in the
t-channel are perfectly in agreement with each other takitmaccount the evolution of
single top cross section from Tevatron to LHC, Fig. 4.12.

An other interesting recent result obtained at LHC is thdlehging measurement of
single toptWW -production. The huge backgrounds and low production sesson led to
a measurement with 2.1 Thin CMS [56] which is 2.70 far from the background-only
hypothesisy (W -chan) = 2212 pb (Fig. 4.13). Extrapolations show that with a simple
cut and count analysis like the past one the signal signifieas quite saturating with
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Figure 4.10: V;;, measurement in DO with two different methods: without assgm
the unitarity of the CKM matrix (a) or assuming the unitaidtyd giving a lower limit
for V, (b).

luminosity, and reaches thes3only with more than 10 fb'. So new strategies have to
be set up in order to gain the much possible from the stagistiailable.
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Chapter 5

Single topt-channel cross section
measurement with 2010 data

5.1 Introduction

In this chapter it is presented the measure of the single-tmnnel cross section
in the decay channél — bW — blv (B = 0.1080). This measure has been performed
analyzing 36.1 pb' collected by CMS during the 2010 data taking. The topology of
the process and the spin correlations between the parirslelved allow to perform a
very tight selection, rejecting the large part of backgsinin particular, the two most
important variables coming into the picture are the pseajuidity of the jet produced with
top quark,n;; (quantity related to the angle between the beam directiartfan jet) and
the cosine of the angle between the lepton and the jet in theetst framecos 6;;. The
signal extraction is obtained from a fit to the above mentveriables, using as signal
and background fit functions the distributions taken eifr@m simulation or from data-
driven estimations (template-fit). In the end, several sesiof systematic uncertainties
has been taken into account, and the statistical signifecahthe measurement has been
evaluated.

The first part is dedicated to the event selection and the &@airlo simulation of
the main background and signal processes. Then the daendechniques for QCD
and W +light jets background estimation will be illustrated. éfivards the two variable
(2D) fit method and the statistical evaluation are preserdad in the end there is the
description of systematic uncertainties and the final tesdtained.

5.2 Samples and Event Selection

5.2.1 Data and Monte Carlo samples

The dataset used in this analysis, corresponding to a lwsitynof 36.1 plb* known
with 4% [57] uncertainty, makes use of the whole 2010 stais43.2 pb') exclud-
ing those runs flagged as bad by the Data Quality MonitorinQND or by the Physics
Performance Group (DPG). In fact, the single top signatacpiires reconstruction of

63
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physical objects in all parts of the CMS detector (muon systestorimeters, forward
detectors, etc.).

Monte Carlo simulations of the signal and of the main backgdsiare used, including
the simulation of the full detector response which is basethe software GEANT 4. The
t-channel events are simulated with the MadGraph event gemwaand then normalized
to the NLO cross section 62.7 pb timés B(¢t — [vb) since only leptonic decays are
simulated. The several backgrounds taken into accounuanenarized in table 5.1 with
the respective cross sections.

It's worth saying that certain degree of double counting icgnfirom the use together
of W +jets,VQQ andW ¢ is avoided by using a particular tool that separates therdifft
parton flavours associated to the jets at the Monte Carlo Tgaherator) level [58] and
splits these samples in three categoridsbb, Wee, W + light partons, excluding? ¢
which is taken from a dedicated sample. The wHdldackground will be also referred
to asWW+light flavours or partonsy d, s, g) andWW + heavy flavours or partons,(). In
more detail the events where there are two jets associated partons from the Matrix
Element (ME) are taken from théQQ (Q = c,b) MC sample. The events where there
are two jets associated tob partons from Parton Shower (PS) are taken fromithe-
jets MC sample. Events with one jet associateddgaark are taken from thid’c sample
if the ¢ quark comes from the ME, and from thE + jets sample if the: quark comes
from the PS. ThéV + light flavor events are entirely extracted from e+ jets sample,
vetoing all the heavy flavor components.

A simultaneous extraction of and of its main background [59] suggests the following
scale factors:

SF(VQQ) = 2+1 (5.1)
SF(We) = 174 (5.2)

5.2.2 Event selection

The events selection is optimized for the final state topplufighe ¢-channel produc-
tion (see Fig. 4.5 (c)), which is characterized by

» one charged lepton with high transverse momentum and highkimg transverse
energy coming from escaping neutrino. Both come formith&oson decay stem-
ming in turn form top quark decay;

» oneb-flavoured jet with high transverse momentum coming fromh&@ronization
of theb-quark from top decay;

» one low energy-jet coming from gluon splitting in the NLO process for toppr
duction;

 one light jet coming from the hadronization of the light duaecoiling against
the massive top quark. As a peculiar feature oftelannel production, this jet
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] Process | ofpb]-BR |
single topt channelW — vl = e, u, 7) 20.9 (NLO)
single top,s channel(W — v, l = e, u,7) 1.5 (NNLL)

single toptW channel (inclusive) 10.6 (NLO)
tt 165 (NNLL)

W(— lv) + jets
W(— lv) + c(+jets)
Z/7* (= TF7) + jets (%)
V(= I, 1717) + QQ(+jets) (*)
WWw
W2z
YA
b/c — e, 20 < pr < 30 GeV
b/c — e,30 < pr < 80 GeV
b/c — e, 80 < pr < 170 GeV
EM-enriched QCD20 < pr < 30 GeV
EM-enriched QCD30 < pr < 80 GeV
EM-enriched QCDg0 < pr < 170 GeV
~v+ijets,40 < Hy < 100 GeV
v+ijets, 100 < Hp < 200 GeV
~v+jets, Hr > 200 GeV

31314 (NNLO)f
3628 (NLO)f, o
3048 (NNLO)f
35.8 (LO)1, o
43 (NLO)
18.2 (NLO)
5.9 (NLO)
132160 (LO)
136804 (LO)
9360 (LO)
2454400 (LO)
3866200 (LO)
139500 (LO)
23620 (LO)
3476 (LO)
485 (LO)

separated into sub-processes with the technique desaniltieel text

*) my > 50 GeV

(™) V=W.Z,Q=bc
t

<

Table 5.1: Monte Carlo datasets used in this analysis. The sampleseaerated
either inclusively or with a final state restricted to thetapc mode, including elec-

further multiplied by the scale factors from Ref. [59], sed te

trons, muons, and taus.
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is produced forward in the collisions, that means at low angth respect to the
beam axis and so with high pseudorapidity values.

Therefore, to enrich the data sample in signal events itgsired exactly one lepton
(electron in this analysis), oriejet, and and one light flavoured jet. The lepton selection
criteria and the quality cuts for central jets are taken etpu#hose agreed fait analyses

in single-electron channels [60].

The main backgrounds faking the signal of interestl&@re jets andit events.

W + jets, and in particulai + heavy flavours background, where thédecays in
leptons is strongly reduced by the 2 jets requirement (Sisa@oss section decreases by
a factor~ 1/ag ~ 1/10 for each increase of the number of jets associatéd)t light
partons is further on suppressed requiring that one of thgdtg is ab-jet.

Thett background obviously has a topology similar to our signspegially when one
top quark decays leptonically (~ blv) and the other in hadronic modes. Whatever the
decay modes are, these events are characterized by thegredawob-jets stemming
from top decay. So, the requirement that the jetiatagged should not beflavoured
(imposing the so callebtveto) helps in reducing this background.

An other dangerous background that has to be taken undeotfontits very high pro-
duction cross section is the hadronic multi-jet productiownhich an electron is present
(called QCD background). In these processes the lepton caute from the decay of
b andc quarks, from the decay of long-lived hadrons, or frgm jets events. The tight
lepton selection and the quality criteria on the two jets@shigh transverse momentum
requirement) cut down this background very much. An ultestoong suppression is ob-
tained cutting on the reconstructéd transverse mass which sharply separates the QCD
background from the processes wheié @oson is produced (as the single top channels,
tt, W + jets).

In the following we go into details of each selection step.

Primary vertex, noise cleaning an trigger selections

As first step of the selection at least one primary vertexdsired to be reconstructed
from at least 4 tracks withepV'| < 24 cm andrpV < 2 cm. As a further cleaning step,
we reject events with very high energy anomalous noise irH@AL using a different
algorithms, either based on the HCAL only or by using coineaewith the ECAL [61].
The single-electron triggers are used, differing from oatadaking period to an other,
choosing for each period the trigger with the lowgstthreshold which is unprescaled
and is not defined by a quality selection that can bias thegrackd estimation. The trig-
ger requirement is not applied on Monte Carlo samples becaasg of them were not
foreseen at the time of their production and so it is pretetoause a scale factor extracted
form data [62].
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Electrons

Reconstructed electrons with a transverse enékgy>- 30 GeV within|n| < 2.5 are
selected. We exclude the ECAL barrel-endcap transitiororefji)| of the supercluster
between 1.4442 and 1.5660). Further selection is achieyedduiring absolute 2D im-
pact parameter smaller than 0.02 cm with respect to the icehtiee estimated beam spot
position; a distance of less than 1 cm between:tlweordinates of the leading primary
vertex and of the electron track at the point of closest approacmissed inner layers;
quality cuts, which provide electron identification (ID)teria, photon-conversion veto
and electron isolation at the 70% efficiency working poir8][6This efficiency refers to
the fraction of electrons in simulatétl events passing these quality cuts after demanding
a 25 GeV cut in the electroA. We define the “relative isolationI(,;) of a lepton as

I I
Irel = th = Zealo ’ (53)

pr

wherel, (1..,) IS the sum of the transverse momenta (transverse eneajitg) tracks
(ECAL and HCAL deposits) in a cone of siZzeR < 0.3 around the lepton direction, ex-
cluding the track (calorimetric footprint) of the leptoeetf. A R is defined as/An? + A¢?.
Tight electrons are selected by the requiremignt< 0.1. We give also a definition of
loose electrons, selected requirifg > 15 GeV,|n| < 2.5, andl,q < 0.2.

It is required the presence of exactly one tight electrotging events with additional
loose electrons (to reduce contribution of dilepton evemsich can come fronit or
Drell-Yan processes). Moreover/aveto is applied, rejecting events where an additional
candidate electron forms with the tight electron an invarimass within the window
76-106GeV/c?, hasEr > 20 GeV/c,|n| < 2.5 (excluding the ECAL barrel-endcap
transition region as in the tight electron casg), < 1.0, and passes the 95% efficiency
working point.

Jets

Jets are reconstructed using the @ntialgorithm [64] with a cone size of 0.5, using
the particle flow algorithm (PF) which is described in detaiRef. [65]. Briefly it re-
constructs and identifies all the physics objects in the teffeptons, photons, hadrons)
with a combination of the information from all CMS subdetestoThe redundancy of
information allows an optimal determination of the padgdirection, energy and type,
as well as it reduces the systematic uncertainties and iexpetal biasses.

The jet energy is scaled by a factor that describes the detezsponse depending
on the transverse energy and the pseudo-rapidity of th&§dt We consider only jets
whose calibrated transverse momentum is larger than 30 Ge&¥thin || < 5. PF
jets must have more than one constituent, and if central thegt have neutral had-
ronic, charged electro-magnetic, and neutral electroregg energy fractions smaller

1If more than one primary vertex is identified, the one witlgést sum of the squared transverse mo-
menta of associated tracks is taken.
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than 99%, charged hadronic energy fraction larger than 1dcharged particle multipli-
city larger than 0. Furthermore, jets are ignored if theywaittin AR < 0.3 of a tight
electron candidate (definition given above apart from tlggirements on the number
of missed hits and photon-conversion veto). Fig. 5.1 shinegedt multiplicity after the
lepton selection, in data and Monte Carlo. As we can see, @sthge of selection the
sample is dominated by’ + light jets at low multiplicity and for higher jet multiplicity.
The signal sample peaks at 2 jets bin; for this reason we reeuactly two jets with the
quality criteria above mentioned.
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Figure 5.1: Jet multiplicity after the lepton counting in data and Mo@i&rlo and for
simulated signal events only. Here, and in the following g, “QCD” is a short-
hand notation for multi-jet QCDR = ¢/b, and “light” is short-hand for light partons.

Among the severakttagging algorithms available, some exploiting the Idhépadrons
lifetime, others their semi-leptonic decay modes or othee @sing kinematic variables
related to the3 meson mass, the "track counting” algorithm was chosen, indtte "high
purity” (TCHP) and the "high efficiency” (TCHE) versions. Tragyorithm makes use of
the signed 3D impact parameter significant€ (o p) of all the tracks associated to the
jet that pass tight quality criteria, and outputs as jetrilisinator the value of P/ p for
the second ("high efficiency” version) or the third ("highray” version) track, ordered
by decreasing values of this observable. We indicate theidigator values in the two
versions aDrcgp andDrogE.

Of the two jets passing selection criteria, exactly one gaited to beh-tagged using
the tight working point that corresponds to using the hightpalgorithm with threshold
set to 3.41 (TCHPT). So we require that only one jet has.yp > 3.41. A looser
definition ofb-tagged jet is also given, using the loose working pointlerttack counting
algorithm, which requires a threshold of 1.7 on the higheedfficy tagger (TCHEL). As
further request we apply &veto cut, rejecting events in which the jet which fails the
tight b-tagging selection passes the loose one, i.e/hag;p < 3.41, butDrcpr > 1.7.
These working points are proposed by thiagging physics object group (POG) [80].

The reason for thedetagging and-veto choices is motivated by the following argu-
ment: as shown in Fig. 4.5(a) and already discussed, thatsignof the-channel single
top production includes 3 partons in the final state. Ond lipfark recoiling against the
virtual W boson, oné quark from the top quark decay, and a secompiark from the



5.2 Samples and Event Selection 69

initial gluon splitting. Since the secomdjuark is most likely produced at very high rapid-
ities, i.e., outside the tracker acceptancenpf< 2.5 and thus not allowing-tagging to
be performed, we expect most signal events to have only-tagged jet. The advantage
of sticking to these reference points lies mostly in the faat the data/MC scale factors
(and corresponding uncertainties) on efficiencies andagisites have been evaluated
elsewhere [80].

In simulated signal events with one identified lepton and jets, using the tight
(loose) working point, we find an efficiency of 43% (62%) fotsjenatched t@ quarks
within AR < 0.3, with p > 30 GeV and within the tracker acceptance (i|g},< 2.5).

The b-tagged jet multiplicity in events with two jets is shown imgF5.2 for data
and Monte Carlo. The contribution of processes withbguarks in the final state is
suppressed in the 1-tag bin, while in the same bin the signathhanced. The 2-tag bin
instead is dominated hy.
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Figure 5.2: Number of jets withDrcgp > 3.41 for data and simulation, and for
signal andi¥/+ light partons only, after the 2 jets request.

As further request we applytaveto, rejecting events in which the jet which fails the
tight b-tagging selection passes the loose one. In Fig. 5.3 the auailb-vetoed jets in
2-jets events with ongtagged is shown.

Transverse W boson mass

To suppress events in which the lepton does not come fromitH®oson, a further
selection is applied on the boson reconstructed transweass)M . It is defined as:

MT = \/(pT,l +pT,I/)2 - (p:c,l +px7u)2 - (pyJ + pyJJ)Q y (54)

where the transverse momentum components of the neutrema@proximated by the
components of the missing transverse eneffyy, Defined in an analogous way as PF-
based jets, PF-baséfl. is the total energy unbalance coming from the vectorial sém o
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Figure 5.3: Number of jets withDrc g < 1.7 (b-vetoed jets also called artitagged
jets) for data and simulation, and for signal angdafter the 2 jets b-tag request.

the transverse momenta of the identified PF particles (imtradysis no explicit cut is
applied on#y).

Figure 5.4 shows the shape of thé&- distribution after the preceding selection. The
QCD background can be nicely distinguished, since the teassunass of the allegéd
bosons accumulates at low values while all processes watiifebosons tend to cluster
around thel’ mass (this feature is known in the literature as “Jacobiak’)e The
My variable has been preferred to the simfllebecause of its better separation power
between signal and QCD, its better stability to the jet ensggfe (see Sec. 5.5) and the
fact that its distribution behaves almost similarly forradin QCD events, allowing a very
simple extraction of the QCD amount from data (see Sec. 5.3.1)
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Figure 5.4: Transverse mass after the entire selection minudfhecut, in data and
Monte Carlo and for signal and QCD.

The threshold on thé/; variable is chosen by means of a data-driven procedure:
applying a selection which is complete apart from the redd@stagging requirement
(Fig. 5.5), a template fit td/; is performed to extract the relative contributionl@tlike
and QCD events; then we choose ffe threshold which minimizes the total uncertainty
on the fit result. In conclusion the threshold choselvis > 50 GeVk?.
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Figure 5.5: Transverse mass after the entire selection minus\fhecut and theb-
tagging requirements.

Selection results

The number of selected events, step by step, in data and Mzarte is shown in
Table 5.2. After the leptonic selection the sample is stilinthated by QCD, despite
the isolation requirements on the reconstructed electidns motivates the use of the
combined isolation variablé.;, and an additional selection on the transvaisédoson
mass allows a good QCD reduction. Nevertheless, QCD remaeefdhe most difficult
backgrounds to predict (see Sec. 5.3.1). The second moshatng background after
the leptonic selection} +jets, is reduced significantly by the usebafagging. Among
the remaining background contamination, most events gohta b quarks in the final
state (e.g.tt, Wbb, single top ins-channel) while the presence of just one visibtguark
is a specific feature of the signal (shared with); thus we further enhance tt% B ratio
by a veto on a seconi@dtagged jet, with a looser threshold. Due to the size of thekba
ground contamination with respect to the signal, we woulebre very precise control of
the backgrounds in order to find an evidence of signal thraugimple event counting,
in this scenario. Instead, on top of this selection, in Settlte full shapes of a couple of
discriminating variables are exploited in order to exttaetsignal, while minimizing the
need of assumptions about the main background processes.

Scale factors forb-tagging and mistagging

For the tight TCHPT and loose TCHEA-tagging working points used in this ana-
lysis respectively for the tagged and veto jets, in ordemtoect the observed difference
between simulated and measured mistagging rateg-aagging efficiencies we scale
the simulated events accordingyg- andrn-dependent scale factors taken from the con-
ditions database (thetagging efficiency is well approximated by the flat scaletdac
SF = (90 + 15)%). Theb-tagging efficiency both on data and simulation is evaluated
studying thepr distribution of the muon produced in association with anetemileptonic
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Process | 1isoe, Oy | 2jets [ 1tightbtag [ loosebveto | My > 50 GeV |
single top channel 104.5 48.1 18.95 16.98 12.80+ 0.14
single top,s channel 7.53 3.71 1.661 0.838 0.616+ 0.008
single toptW 34.57 12.09 4.25 3.54 258+ 0.04
tt 477.6 84.4 35.1 23.4 17.1+0.3
We 4143 380 134 12.8 10.2+0.4
W+ light partons 96383 2260 14.6 13.4 105+ 1.1
Z+ X 5663 471 6.4 55 1.6+0.3
V+QQ 10093 336 14.5 10.8 77404
ww 72.48 21.31 0.331 0.309 0.235+ 0.011
wZz 17.42 5.27 0.370 0.231 0.1724 0.005
YA 2.326 0.796 0.063 0.0456 0.0120+ 0.0009
QCD (b/c — €,20 < pr < 30 GeV) 221 2 < 6.4 (95% CL) - -
QCD (b/c — ¢, 30 < pr < 80 GeV) 1478 188 27 25 < 7.4 (95% CL)
QCD (b/c — ¢, 80 < pr < 170 GeV) 117 38 5.5 5.2 0.6+ 0.5
QCD (e/~-enriched20 < pr < 30 GeV) 2894 14 | <7.2(95% CL) - -
QCD (e/~-enriched30 < pr < 80 GeV) 17810 1860 29 29 < 9.5(95% CL)
QCD (e/~-enriched80 < pr < 170 GeV) 1417 455 8 5.6 31+14
QCD (y+ jets,40 < pr < 100 GeV) 2521 141 0.8 0.8 < 1.2 (95% CL)
QCD (y+ jets, 100 < pr < 200 GeV) 562 272 5.6 4.6 0.8+ 0.3
QCD (v+ jets,pr > 200 GeV) 94.7 44.8 1.58 1.30 0.46+ 0.08
Total background 144061 | 6601 168 142 57+ 2
Signal + background 144165 | 6649 187 159 70+ 2
Data 128128 | 6536 175 145 72

Table 5.2: Number of events surviving each selection step, in data aont&ICarlo

(normalized to 36.1 pb').
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decays ob-hadrons. Muons coming from a heavy hadron have a relathagly transverse
momentum distribution; therefore from a fit to data using ko@arlo predictions for the
pr distributions of muons in association with heavy or lighvdlared jets, thé content
of the muon jet sample can be determined. The mistag ratalgaed from tracks with
negative impact parameters, the negative discriminatmgbebtained by inverting the
order of the tracks from the most negative IP significancearga: More details could be
found in [80].

We define the scale factors to be applied for Monte Carlo eventsighting, both for
b-tagged and-vetoed jets as:

SF = €T e
SF' = (1= €gaa )/ (1= e3ic™") (5.5)

wheree,. 1" ¢P is the efficiency (fob, ¢ quarks) or mistag probability (fay, u, d, s

partons) for algorithm TCHPT or TCHEL in data or simulation. ijaiven the total
number of jetsV out of which N9 and N**¢° pass theb-tag cut and theé-veto cut,
respectively, the correction to be applied could be writtein the following

thag — gﬁfFT N = ETM%HPT .N.SF
NP = (1= egua 7F) - N = (1 — ex0 PF) - N - SF (5.6)

Here the dependency fromandp+ of the jet although taken into account is omitted for
clarity reasons. An event with 2 jets where one is heavy-tiee® and the other light-
flavoured, has the probability to pass the-tagging and-veto steps of the selection
equal to:

P(]_,Q) — Pbtag(l) X vaeto(Q) _|_Pbtag(2) X vaeto(l) (57)

where P*%9(i) is the probability for the-th jet to beb-tagged and?’v¢°(i) is the prob-
ability for thei-th jet to beb-vetoed. Using the conventign= b, ¢ for heavy quarks and
q = g,u,d,s for light partons, we definé\/p{”q,c as the number of MC events in which
the p-jet passes thé-tagging requirement and thejet passes thé-veto cut andN(%,C
as the number of MC events in which thget passes thé-tagging requirement and the
p-jet passes thé-veto cut. These numbers are expressed in terms of the affiese
NI = efelPT (1= eyl Ph) - N and N7 = eyl "7 (1 — €33 7") - N. In conclusion,

combining equations 5.6 and 5.7 and using the relationseabivoduced, after some
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calculation the corrected overall number of events pagsiagwo cuts is:
Neorr = 3pq(SF,SFE, - N)W& + SF,SF, - NME) (5.8)

So what it is done is to apply to eagh and ¢-jet passing thé-tagging ¢-veto) cut a
weight of SF' (SF”), and in the end weight the event with the products of the twigtits.

5.3 Data driven background estimation

5.3.1 Multi-jet QCD

The selection described in 5.2.2 has the advantage to htepilige the QCD contam-
ination of the signal region. On the other side, instead, are ot completely trust the
QCD simulation since tall effects are not well described imtéoCarlo. Therefore, data-
driven techniques need to be adopted in order to give a felegtimation of the amount
of this QCD background.

For this purpose a template fit to thé distribution is performed, after all other cuts
have been applied, with the following fit function:

F(MT) = Nsig—like : S<MT) + chd : B(MT) 5 (59)

whereS(Mr) and B(Mz) are the assumedl/r distributions for signal-like processés
according to Monte Carlo predictions, and QCD events (exdchitirm data) respectively,
leaving Nyiy—iixe aNdN,.q as free parameters. So the number of QCD events in the signal
region,Ni{j, is obtained by integrating the functid /1) normalized to the fitted QCD
events, forMy > 50 GeV:Nyq - [, B(Mr)dMr,

To avoid as much as possible model dependent assumptio@CDr B( M7 ) is ex-
tracted from a control sample on data, characterized bystagistics and similar kinemat-
ics with respect to the selected sample. In particular a Q@ixfeed sample is defined
by releasing thé-tagging requirement and by an anti-isolation clyt; (> 0.2) which re-
moves the great part of signal events (Tab. 5.3 shows the giedds for this selection).
The data / MC agreement betweéfy distributions for the QCD enriched sample is not
bad and by the way the observed difference in the tail godwifidonservative” direction
(in Fig. 5.6, the data anti-isolatéd distribution is that used as a template for #e\/7)
shape). In Fig. 5.7 it could be noticed that the- shape is similar fofl” + jets events,
for signal, and fort (despite a broadening in the distribution due to events iichvtinere
are two final state neutrinos). However, since the detaiirgfls signal-like components
turns out to be not critical for our purposes, we considerfaradl together the non-QCD
processes, and take thé)/r) shape from simulation.

2Here and in the following, with signal-like events we medresknts where the lepton comes from the
decay of @V boson, including for examplg andW +jets.
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ProceSS Nevtpre—tag Nevtafter—tag
QCD | 48-10" | 14.9-10

signal 0.36 0.042
tt 0.57 0.036
W+ X 35.3 0.076

Data 6.0 - 10* 12.8 - 10?

Table 5.3: Event yields for the main background and signal process#seiQCD-
enriched sample before and after the b-tagging requirement
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Figure 5.6: My distribution for the QCD-enriched control sample, in datd &onte
Carlo.

Since the low\/; region is quite critical the fit is performed in the range (300) GeWw-?.
In order to test the stability of the fit we changed the fit raage checked the consistency
of the results. The systematics uncertainty is then consigely estimated as the max-
imum between 50% and the maximum shift from the central vahtained in these fits.
Table 5.4 shows the fit results for the different fit rangesseimo Moreover, the stability of
the fit with respect to variation of the background model heentchecked, using as QCD
shape thél/; Monte Carlo distribution of the QCD anti-isolated pre-tag par{plots of
fit results and stability checks in Fig. 5.8). The absoluteeaf the difference between
the results of the fits in the two conditions is taken as syatenuncertainty on the QCD
yield and summed up to the statistical uncertainty comiongifthe fit.

Summing up, the number of QCD events aboveMethreshold estimated with the
fit procedure described is:

Nyea = 2.6 £0.6(stat.) £+ 3.1(shape) £+ 1.2(stability) (5.10)

where “shape” indicates the systematic uncertainty from QCD template eh@dsump-
tion (using data-driven or Monte Carlo sample) anthbility” stands for the maximum
variation between the results obtained variating the figeai20< M, < 200 GeW? and
35< My < 200 Gew?, taking the maximum variation as symmetric uncertainty).
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QCD Model Nyea, full fit range | Nyeq, M cut
data-driven range 30-200 23+9 2.6+0.6
MC pre-tag range 30-200 28 £8 5.7+£14
data-driven range 20-200 267 1.4+04
data-driven range 35-200 17+£6 3.0x1.1

Table 5.4: Result of the fits on\/ using the QCD distribution either from data with
anti-isolation requirement or from Monte Carlo sample withapplying thé-tagging
requirement.
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Figure 5.8: My fits with the data-driven QCD template (a) and Monte Carlo QCD

template obtained from pre-tag anti-isolated sample (b difference between these

fit values is summed to the statistics uncertainty on the @itused as systematics on
the QCD prediction.

For the final template-fit used in the extraction of the sirgle cross section, we
will use the QCD control sample taken from data for the fit Valga distributions, and
normalize them to the prediction above described.
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Process Nt
W+ light partons| 1731
We 296
Wee 422
Wbb 88
tt 61
QCD 40
signal 36
MC total 3031
Data 3165

Table 5.5: Event yield for the main processes in tié-enriched selectionA”.

5.3.2 W+ jets

This section is devoted to the treatment of et jets component of the backgrounds.

As mentioned in Sec. 5.2.1 we remove double counting and/dtioa coherent sum
of all W contributions. Since not alll’ MC samples are calculated at the NNLO, we
perform the splitting and remerging considering the LO sresctions; the relative con-
tribution of light and heavy flavour is then fixed and the saspmre normalized to the
NNLO cross section by rescaling each component with the tatween thél” + jets
sample taken without any flavor requirement (which is at NNB@d the sum of all the
flavor-splitted contributions (which are evaluated at LO).

As for multi-jet QCD, since our selection constrains thiet light flavors component
to extreme kinematic regions, a partially data-driven roétis used to extract the shape
of variables used for the analysis for such sample. Two ocbregions are defined, which
are enriched in thél” + light flavors background, orthogonal to the signal regiod a
defined by electron passing the standard selection anddhaxactly two jets:

» control sample A” is defined by having the highest-TCHP jet failing the tight
TCHP threshold,;

» control sample B” is a sub-set of4, where the highest-TCHP jet fails the tight
TCHP threshold but passes the loose TCHE threshold.

Tab. 5.5 reports the number of events in theenriched control sample4”.

To model the distributions of the variables fitted in thislgsis, 1;; andcos 0;; (Sec.
5.4.2) inWW + light flavor background events in the signal region, we asadistributions
obtained in this W-enriched sample in data, after subtigathe other contributions (in-
cluding signal, which accounts for roughly 1% of this samglstimated with simulated
samples. No significant distortion of th& + light partons shapes is found when com-
paring the W-enriched control sample and the sample aftiee\fant selection (Fig. 5.9).
As it will be explained in Sec. 5.4.1 in the top momentum restarction the jet with the
highest value of thé-tag TCHE algorithm is used as-jet” for the W + light sample.

In the following we show some validation plots in the contre§jion A. Fig. 5.10
shows the distributions afos 0;; andn,; for data and Monte Carlo. Figures 5.11, 5.12,
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5.13, and 5.14 show the two variables 6;; andn,; for the W +light, W +bb, W + cc, and
W + ¢ channels in thél/-enriched sample compared to those after full selectian. 39
shows thecos 0;; andn,; distributions foriV +light partons in Monte Carlo compared with
the distribution extracted from control samplen data. The shapes fov + bb, W + cc
andWW ¢ with this selection are then used as templates for the sanabies in the signal
region in the fit procedure.

» r E
- 5 N
5 1400—; c
g C — —e— Data 100~
& L

12 :_ —— W + light partons : —| f 7
3 ﬁ_*_ et o At e
soo;— sof- l ++ ‘_F

Events

3 e
600 r
- 40- —e— Data
400~ r
20— — W + light partons
200~ L r
Lo
1) S PP PP PP PP I NPT NP SIS IR 1] EPEPEP EPEPIP EPEPEPIN EPEPIPIN EPEPEPI EPPIP IUPEP EPUPE IRPIP IR
0.5 1 15 2 25 3 3.5 4 4.5 -1 -08 -06 -04 -0.2 0 02 04 06 08 1
|Tllj| cosb*
(@) (b)

Figure 5.9: Distributions ofr;; (a) andcos 6;; (b) in theW-enriched samplel for
data and¥V + light flavors Monte Carlo.
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Figure 5.10: Distributions ofr;; (a) andcos 6;; (b) in theWW-enriched samplet for
data and Monte Carlo, normalized to the luminosity of data.

We estimate the actudd’ + light partons component of thig/-enriched control
sample by performing a fit to th&/, distribution in both control sample$ andB. The
QCD component is left floating, with template taken from th@eaelection but inverted
isolation cut (as in Sec. 5.3.1), th& + light partons component is kept floating, with
template from Monte Carlo, and all other components inclgdin + heavy partons, are
fixed to expectations. The fit results are shown in Fig. 5.XbiaTable 5.6.

The scale factor from control sampleis taken as central prediction, upon the argu-
ment that it is closer to the signal region, obtaining an etgieon of 11.61 + light parton
events in the signal region, and we assign to-4t20% uncertainty which covers both the
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Figure 5.12: Distributions ofr,; (a) andcos6;; (b) in the IW-enriched sampled

and after full selection fol/’bb Monte Carlo. The parton showering component taken

from the W+jets sample is also shown in this plot and is the main resplenfor

the statistical fluctuation. The shape of the variables tierfit are thus taken from
W-enriched sample.

statistical uncertainty from the fit and the difference le#wA and B predictions. This is
taken into account as a rate systematic in section 5.5. The saale factors are applied
to Z+ jets.

For what concerns th#” + heavy flavour component, since advanced studies need
more statistics, it is made the assumption that the scateraobtained by the SHyFT
(Simultaneous Heavy Flavor and Top) CMS analysis group [58] & simultaneous ex-
traction of ¢t and of its main backgrounds, and the corresponding rangearation
(doubled to be conservative), can be reliably applied tqtréicular phase-space region
of the present analysis. The scale factors applied are ttwrsesponding to equations 5.1
and 5.2. We get confidence in the adequacy of this hypothgst®imparing data and
Monte Carlo in both the signal region and in théenriched control samplé discussed
before with and without these scale factors, see Fig. 5.16 coviclude that the applica-
tion of these scale factors improves the agreement betwet@nathd Monte Carlo in the
control region, although it does not impact enough the s$igggion to explain the ob-
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Figure 5.15: M fits in control regionA (a) andB (b). Blue: QCD template; green:
W + light flavor template; red: total fit function; points: data

served excess of data, which instead we attribute to an £xéaggnal with respect to the
Standard Model expectation.
Summing up, in the following QCD anid” + light are normalized to the predictions
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SF from regionA | SF from regionB
0.97 £0.04 1.05 £0.11

Table 5.6: Scale factors fobV + light partons defined as ratio between the number of
W+ light events fitted and the number of events predicted by Bl@drlo, in control
regionsA and B. Uncertainties are statistical only.
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Figure 5.16: Distribution of;; in the signal region (a) and in th&-enriched control
sample (b), with and without the scale factors from Ref. [59]

of the data-driven procedure previously describgd; jets is scaled by the same factor
asW + light partons,VVQQ and W ¢ components are scaled to the LO prediction and
then by the SHyFT factorst normalization is taken from the cross section measurement
exploitingb-tagging described in [67], and féfV/, single tops-channel andil -channel,

the theory predictions are used [68, 39, 69].

5.4 Signal properties and fit procedure

5.4.1 Top quark reconstruction and signal properties

Once a supposedly signal-enriched sample has been selextedeal collision data,
it is important to check that it exhibits the features expddor single top. One important
feature of the signal is the presence of a recoil jet, fronfridagmentation of a light quark
(Fig. 4.5 (c)), with a characteristic pseudorapidity disition (Fig. 5.17). In particular
this jet is expected to be produced forward (hig) for the signal and more or less cent-
rally for all the backgrounds. The figure shows a slight exadst events in the last bin
of the distribution: these have been individually scruggd, but no anomaly was found;
in the end we conclude that this excess with respect to sigaakground expectation is
due to a mere statistical fluctuation.

Another obvious feature of the signal is the presence of gtapk, recognizable from
a mass peak when properly combining the final state obje¢ts.fifst step in the recon-
struction of the top quark from its decay products is the metrmiction of thell boson.
We assume that the andy components of the missing energy are entirely due to the
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Figure 5.17: Pseudorapidity of the untagged jai,( after the full event selection.

escaping neutrino, and apply thié-mass constraint in order to extract theomponent
(P.):

M = (B 4+ /B + P2 — (Pro+ Bp)? — (P + P2, (5.11)

This equation has in general two solutions:

P, p- P E2- B -2
pAB =B ey \/ B e T , (5.12)
’ P Pr. Pf.
with 2
M:TW+15T,@‘ET« (5.13)

If the discriminant in equation 5.12 becomes negative, oivedently M is larger than
thelV pole mass used in the constraint, the solutions have anmaggpart. This happens
in 36.0% of the cases, mostly due the finite resolutiof oflepton momentum resolution
and the finitel’ width give negligible contributions; see, e.g., thiehannel single-top
analysis in Ref. [70] for a detailed study of this effect inywsimilar conditions).

Several schemes exist to deal with this situation; herertreginary component is
eliminated by modifying#,. such to giveMr = My, still respecting Eq. 5.11. This is
obtained by imposing that the discriminator, and thus thesgroot in Eq. 5.12, are null;
this gives a quadratic relation betwe&p, and P, ,,, with two solutions, among which
the one with minimal distance betweéh, andZ. is chosen.

In the case of two real solutions fét, ,, different choice criteria have been proposed
in the literature. Here the solution with the smallest absolalue is chosen. Thié’
boson is thus reconstructed by this procedure when thamisemt of Eq. 5.12 is positive,
and by the preceding procedure when it is negative. A sirwarfold ambiguity appears
when reconstructing the top-quark hypothesis, since tigogee selected. The ambiguity
is resolved by assigning tltetagged jet to the top-quark decay.
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Figure 5.18 shows the mass of the reconstructed top qudgk)(for events passing
the full selection. The observation of a peaksat\/;,c"*"*" in the selected sample from
real collision data is a smoking gun of the presence of topkgudor QCD andV’/Z + X
events,My;,, is expected to be broad and soft. tinevents, a peak is expected but it is
broadened with respect to the signal by several effects,teug trueb quarks are present,
and in 50% of cases we expect to pick up the one not coming fhensame top as the
selected lepton; and itt — 2l events (including tauons) the missing energy gets contri-

butions by more than one neutrino.
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Figure 5.18: Reconstructed top-quark mass after the full selection. lastebin also
contains events with,;, > 400 GeVk?.

An other specific feature of our signal, stemming fromithe A structure of the weak
interaction, is the almost 100% left-handed polarizatibthe top quark with respect to
the spin axis [71]. The direction of the top quark spin is i&#é in angular correlations
in its decay products, which are distributed according &ftiimula

dar 1

1 *
Tdeost — 5(1 + Acosf") (5.14)

whered* is the angle between the direction of the outgoing partinkk the spin axis, in
the top-quark rest frameA is a coefficient of spin asymmetry, which depends on the
identity of the particle and is equal tel for charged leptons [71]. We make use of the
“spectator basis” (see, e.g., Ref. [72]), whéres taken equal to the anglg; between
the lepton direction and the light quark recoiling agaihst tirtual’ boson, in the top-
quark rest frame; in practice, the direction of the untaggét chosen as spin axis, after
a boost of all the 4-vectors is performed in the rest framéefreconstructed top quark.
Figure 5.19 shows the distribution of the cosine of thisalale ¢os ¢;;). The dip atcos 6;;

~ 1 is an artifact of the lepton selection. The same artifaal,the sensitivity of the shape
of this variable to some modeling effects, have been stuatigenerator level in Ref. [73],
and after full reconstruction in previous Monte Carlo stadi&d].
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Figure 5.19: Cosine of the angle between electron and untagged jet, iretiomstruc-
ted top rest frame after the full event selection.

5.4.2 Fit method and cross section measurement

A maximum likelihood fit is performed toos 07 andn;; distributions to extract the
t-channel single top cross section. The free parameterdarsignal and overall back-
ground yields. The individual background components arsicained in order to be as
much robust as possible against background uncertaictesjdering that all the back-
grounds have similar distributions in the two variablessgrofor the fit.

We define the following unbinned likelihood function:

L(cos 07, ...,cos 0% my, ... | Ng, Npy) =

n 5.15
— ) T (Ns - Py(cos 0y, ) + Ny, - Py(cos 92%)) 519

k=1

whereN,, N, are the signal and background yieldsis the number of observed events,
Ps, P, the signal and background probability density functionise Variablesos 6;; and
n,; are weakly correlated (it has been estimated, on simulatiarorrelation of 6% for
signal and 2% for the overall background) and so it is posdiblfactorize the signal
and background fit functions into the product of two piecBs= F;(cosf*) - G4(n) and

Py, = Fy(cosf*) - Gy(n). In detail, the background term in equation 5.15 is given by:

Ny - Fy(cost) - Gy(n) = Z Ny, - Fy,(cos0*) - Gy, (1) (5.16)

wherei runs over all the backgrounds. Performing an extended maritikelihood fit
with the model distributions considered fixed and taken femulation (relative back-
ground normalizations taken from the simulation as welg,abtain the best estimation
of N, andNV,. The fit results are shown in Fig. 5.20, and the estimatedyiate:

N,=30+11 N, =46+12
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Figure 5.20: Fit to cos 6;; andn;; .

The sensitivity of the analysis to the single top signal hesrbestimated using two
methods: profile likelihood an@'L, method. The”' L, method is implemented with the
use of thethetaframework [75], in which systematic uncertainties areuleld via a prior-
predictive technique using template morphing. This methaliscussed in detalil after the
description of systematic uncertainties, in Sec 5.5.2.

Profile likelihood method
We define the test statisticsas:

—2In A(N,) = —2In (M> (5.17)
L(N,, N)

where L(N,, N,) represents the maximum likelihood function evaluated er hest es-

timations of the free parameters, while{Ns,Nb) is the maximum value obtained by
fixing N, and fitting V,. If we vary the signal hypothesi§, we obtain the profile like-
lihood function which can be used for extracting the sigaffice of the single top signal
(Fig. 5.21 shows thivg A distribution for the fit tocos 6;; andr;;). Using Wilks’ theorem,
—21In \(Ny) is asymptotically distributed asg variable (that is the profile likelihood
curve has a parabolic shape) with one degree of freedom smeés the number of ex-
ceeding free parameters in the numerator of Eq. 5.17 withex@do the denominator, so
that:

; . Ns - s
—2In\(N;) = —=2(InL(N,) — InL(Ny)) = n2 with n, = == (5.18)
o

whereo represents the Gaussian standard deviation of the panafigtehe observed
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significance of the single top signal is:

Ng = 3.2

o

50 60
Signal yield

Figure 5.21: Profiling likelihood resulting from the fit toos 6;; andn,;.

To test the absence of biases and the consistency of theeplikélihood method
as analysis sensitivity estimator, we repeat the procednrpseudo-data generated ac-
cording to the background-only hypothesis. This is donagiie P, defined previously
as function for the generation. We performed 2000 pseugeraxents and the signi-
ficance distribution obtained is plotted in Fig. 5.22 (a)jpwimg a good agreement with
a one-tailed Gaussian distribution (it is shown in logamith scale). As further check,
pseudo-experiments are also drawn according to signal kgbaend hypothesis and the
agreement with a Gaussian distribution is observed as agklfown in Figure 5.22 (b)).
The mean and RMS of significance distribution for signal + lgacknd hypothesis are
1.6 and 1.0 respectively.
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Figure 5.22: Expected significance for the background-only (a) and $igrizack-
ground (b) hypothesis in terms of Gaussian standard dewgtior 2000 pseudo-
experiments.

Finally, the single top cross section is related to the digiedd by the formula:

N
= > 5.19
7 e-B(t— (vb)- L (5.19)
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Assuming the efficiency estimated from Monte Cardg.(= 1.69 %), B(t — (vb) =
0.32 [76], and the luminosity of 36.1 pb we obtain:

o = 154 4+ 56(stat.) pb

It is worth noting that the excess in the measured crossosewatith respect to data,
although not dramatic for it is almost completely coverethwhe inclusion of systematic
uncertainties (see Sec. 5.5), is a quite natural behavitireofit. In fact the four events
in the region ofr,; > 4, where the signal dominates, weigh a lot leading to an tlvera
increasing of total signal yield fitted.

5.5 Results with the inclusion of systematic uncertainties

The aim of this section is to present the major systematieainties affecting the
analysis, both of instrumental and physics origin, and adweate the effect they have on
the sensitivity of the cross section measurement.

5.5.1 Systematic uncertainties

The systematic uncertainties whose impact on the analgsis been evaluated are:
background normalization and modeling, jet energy sc&l&)and/, scale uncertainty,
b tagging and mistagging uncertainties, signal modeling,yp, fit procedure systematics,
and in the end the luminosity uncertainty.

Backgrounds normalization and modeling

In this analysis we don’t make assumptions on the overakdpatind rate which is
fitted simultaneously with the signal. Nevertheless a varain the relative rates of dif-
ferent background channels can at least have an effect avérall shape (for example
the W + jets distribution incos 6;; variable has a more signal-like shape than other back-
grounds). So we consider:

* tt: £18%, taken as the quadratic sum of all the statistical and syatemancertain-
ties evaluated in Ref. [67]; this is a conservative choiceestine main systematic
uncertainties of that measurement are shared by the prasalysis;

« V'V and single top ins- and¢1¥-channels:+30%, coming from theory uncertain-
ties;

* QCD, andiW+ light partons: variations dictated by the data-driven prhaes de-
scribed in Sec. 5.3.1 and 5.3.2;

e Z+ light partons: variated coherently with’+ light partons;

« Wer T100% [67];
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* VQQ: +50% [67].

The model uncertainties (which result in shape uncer&shtn the main backgrounds,
tt andWW/Z + X, have been evaluated using specific Monte Carlo sampleshwhivide
simulations with varied)? scale of the interaction (within half and double the nominal
value, independently fait and foriW/Z + X), initial- and final-state radiation paramet-
ers, and fragmentation models (the latter by comparing Isitimms with two different
MadGraph tunes, D6T and Z2 [77]).

The W+ light jet shapes im;; andcos 6;; are extracted from data, see Sec. 5.3.2. We
verified on simulation that the shapes extracted from outrobsample are in agreement
with those in the signal region for all the processes, ext@ptl’c channel. It shows a
small difference between,; shapes in the two selections. Therefore, as a shape system-
atic for W + light partons, we reweight itg;; distribution, taking the weights from the
comparison betweeW ¢ distributions in control sample A and in the signal region.

Jet Energy Scale (JES) andy,, scale uncertainty

The jet energy scale uncertainty is taken into account applg simultaneous vari-
ation of 1 + « on all the jet 4-momenta, where comes from the quadratic sum of the
uncertainties on the data-driven corrections evaluatédretion of the transverse energy
and pseudorapidity of the jet in [66], which are better tha&% in the whole interesting
range. These terms include specific correctiongjet scale { 2-3 % depending ot
andn) and pile-up £1.32%/pr(GeV /c)) [78, 67].

Two types off,, scale uncertainty are taken into account: correctionsetaiad with
JES and corrections uncorrelated. For the first type, adie gariation in jet energy scale
the .. is recalculated accordingly. The second and independemte®f systematic
uncertainty affecting the missing transverse energy isn@std by an uncorrelated shift
of the “unclustered energy” component#f. The unclustered enerdy,™ is calculated
by subtracting vectorially to thEﬁT the uncorrected 4-momenta of all jets in the event
and the four-momenta of all leptons which are not clustengéts. A shift of £10% is
applied to the obtained;" [79] and in the end leptons and jets are added back to the
unclustered energy to recalculate the tdial

It has not been taken into account the uncertainty on jeggnesolution, since estim-
ated to have a small effect in theanalyses with one electron in the final state [78, 67].

b-tagging and mistagging uncertainties

The scale factors described in Sec. 5.2.2 are varied by da¢#-driven uncertain-
ties [80], propagating these variations to the formulasamé 5.7. The tight and loose
working point selections are treated as fully correlated.

Signal modeling

The signal is modeled by matching thke— 2 and2 — 3 diagrams at Leading
Order, and then normalizing them to the NLO cross sectioneskonate the uncertainty
coming from the signal modeling we compare the nominal M&@delo sample which
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uses MadGraph generator with a private production usingthgleTop generator [81];
the same matching procedure is applied, but differencesl stethe Matrix Element part
of the simulation, in the Parton showering and Underlyingfivnodels (different tuning
used,D6T for SingleTop,Z2 for MadGraph).

Statistically significant differences in the total selentefficiency were observed: ef-
ficiencies aré1.68 +0.02)% for MadGraph and1.49+0.01)% SingleTop. The observed
difference is believed to origin from the different tune avad from disagreement between
the two generators. This is motivated by the comparison &etviwo SingleTop signal
samples performed for test with muon decays, generateddiffdrent tunes. The total
selection efficiencies ar@.06 + 0.10)% with the Z2 tune and7.00 + 0.04)% with D6T.
We assign a rate systematic ofl 1.2%. This model uncertainty is also considered as
shape systematic (5.23).

An additional uncertainty affecting the signal is the utamty on thell” branching ra-
tio into leptonst — (vb (with ¢ = e, 11, 7), used for the extraction of the cross section 5.19.
It is taken ast0.8% [76].
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Figure 5.23: cos6;; andn,; distributions for the signal using the Madgraph and
SingleTop generators.

Pile up, fit method and luminosity uncertainties

The impact of pile-up is evaluated by comparing the stanfiéodte Carlo samples
with no pile-up, with dedicated samples in which minimumsbiateractions are super-
imposed to the process of interest with a probability disiion corresponding to the
average over the 2010 data.

Then it is considered a conservative systematic unceytamthe correlation between
ni; andcos 6;; (estimated as 6% from the MadGraph simulation) by compatiedit res-
ults obtained when a true 2D template is used with those rdxdaivhen the 2D template
for signal is factorized by the product of uncorrelated widlial 1D templates.

Lastly, the luminosity determined from dedicated measer@s[82] is known within
a 4% uncertainty. This uncertainty is propagated directihe formula 5.19.

5.5.2 Effect on signal extraction

The distributions otos 6;; andr;; for each channel are affected by the rate and shape
uncertainties due to systematics above presented. The siidpe overall background
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distribution is affected by the relative normalization aeickground events. Previous stud-
ies [74] have shown that the shapecof 0}; is stable under variations ofE'S, H, b-
tagging, mistagging; so the effect of such systematics erskiape are considered negli-
gible with respect to their effect on the relative normdima of the backgrounds.

Figures 5.24, 5.25, 5.26, 5.27, and 5.28 show the effecteofitbst relevant systemat-
ics on the signal and background model functions.
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Figure 5.24: JES (varied byt3.5%) and B ('clustered’ varied by the same factor as
JES, summed in quadrature with 'unclusterét}’ variation of+10%) uncertainties

effect on signatos ¢j; andr,; distributions.
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Figure 5.25: JES (varied byt3.5%) and B (‘clustered’ varied by the same factor as
JES, summed in quadrature with 'unclusterét}’ variation of+10%) uncertainties
effect on the overall backgrounds 6;; andn,; distributions.
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Figure 5.26: Effect of theb-tagging and mistagging uncertainties on the signab;;
andr);; distributions.
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Figure 5.27: Effect of theb-tagging and mistagging uncertainties on the overall back-
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Figure 5.28: cos6}; andn,; distributions for the overall background changing the
rates oftt, W + X andQCD.

Procedure used with the profile likelihood method

The effect of the main systematic uncertainties on the sigieédd has been evalu-
ated applying one by one the rate/shape modifications dueegetuncertainties and re-
performing the likelihood fit in the new conditions for eagistematics. The difference in
the fitted signal yield with respect to the fit without moditioas is reported In Table 5.7.

Here and in the next tables the total systematics contabu$ calculated using the
program at [83], which combines asymmetric systematicrenmma consistent way, as-
suming a non-linear dependence of the measurement restiieonuisance parameter
(which the systematic error comes from); more details caiobed elsewhere [84].

Table 5.8 reports the effect on the signal cross section sigmficance of such meas-
urement is extracted under the assumption that the systeoratertainty is Gaussian,
performing the quadratic sum with the statistical uncatiaand scaling the statistical
significance bt/ |/ 0%ats + 02yst-

stats

Procedure used with theC L, method

In a template fit analysis the number of expected evenis each bin: of the distri-
bution of the variable of choice is compared to the obserwsdlrer of events in this bin
(n;). The number of expected events in biis given by:

i = Zﬁk S, (5.20)
A



92

Single topt-channel cross section measurement with 2010 data

| Systematics | signal yield variation
Central value (stats) 30+ 11 (37 %)
W +light rate +0.7 -0.7 %
W+qq rate 11427 %
W+-crate -3.5+2.8%
tt rate -0.2+0.4%
QCD +6.2-2.9%
b— tag -1.8+2.4%
mustag -0.5+0.7%
JES (+ corr.h,) -4.1+4.1%
Unclustered?.. -2.4+0.4 %
Z+jets rate +0.6 -0.3 %
V'V rate +0.3-0.01 %
Single tops channel rate -0.06 +0.3 %
Single toptWW channel rate +0.4-0.2%
Signal model not factorized +2.1 %
MadGraph vs SingleTop +12.0 %
W +light model -3.6 %
Pile up +1.4 %
Q? +7.8-4.3%
ISRFSR +0.6 +0.2 %
D6 — 72 +8.2 %
Total Systematics -10.9 +15.5%

Table 5.7: Effect of systematics on the signal yield measured by theTiite first

number in the column refers to the effect of the up variatibthhe quantity considered

as systematic and the second to the down variation. For drathp variation of the

tt rate of +18 % has the effect of decreasing the fitted signéd wi£0.2 %, while the
variation of -18 % increases the signal yield of 0.4 %.
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Systematics \ o variation | significance |
Central value (stats) 154+ 56 pb (37 %)| 3.25 (stat. only)
W +light rate +0.7-0.7 %
W-+qq rate -1.1+2.7%
W+-c rate -35+2.8%
tt rate -0.2+0.4%
QCD +6.2-2.9%
b — tag -15 +22%
mistag -0.3+0.4%
JES (+ corr.i,) -1.4+5.0 %
Unclustered.,. -1.2+9.0%
Z+jets rate +0.6 -0.3 %
V'V rate +0.3-0.01 %
Single tops channel rate -0.06 +0.3 %
Single toptW channel rate +0.4-0.2 %
Signal model not factorized +2.1%
MadGraph vs SingleTop +12.0 %
W+light model -3.6 %
Pile up +1.4%
Q? +7.8-4.3%
ISRFSR +0.6 +0.2 %
D6 — 72 +8.2 %

Total Systematics

-20.1 +26.4 %

2.8 (stat. + syst.

Table 5.8: Effect of systematics on the signal cross section and onigindfisance of

the measurement. See Tab. 5.7 for convention about up/dariation.
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where the fit parameters, give the ratio between the fitted fraction and the expected
fraction of events for componehi
O

/Bk — W. (521)
Ok

a;, 1S the predicted number of events for biof process:. For fixedk, this is a template,
normalized to the expected number of events. To formallgmes the effect of a sys-
tematic uncertainty on the number of expected events fdr aacertaintyu, a strength
parametebsys;,, is introduced. The templates;, are written as function ofsys;,, such
that the nominal template is reproduced dgk;, = 0 and the altered templates fexlo
uncertainty fotds,s;,, = £1. This is done by a linear interpolation of the templates,

-
05 Beys) = i+ Y Gsystul + (O3 snp ) — k) (5.22)
u

Therein,u runs over all sources of systematic uncertaintiescﬁj}jﬁi1 is the prediction
for bin ¢ of processt affected by+10 or —1o of uncertaintyu. They are obtained by
running the same analysis procedures on samples which leaveditered to include the
respective uncertainty at a strengthdofo. For some uncertainties, the nominal samples
have been altered as described in the following sectionstfi@r uncertainties, dedicated
samples have been produced.

In order to prevent unphysical negative predictions for@pss, the linear interpol-
ation is cut off at a bin content of zero: whene\cqsgSt(ciyst) calculated according to
equation 5.22 has a value below zero, zero is used insteaplatien 5.20 to calculated

s

To test the signal + background hypothesis against the lbagkd only (null) hypo-
thesis we define a likelihood ratio test statisi@as:

Q= —2ln<LS+b> (5.23)

Ly

HereL, ., is the likelihood function defined in equation 5.15, whilgis the background
only likelihood (with Ny, = 0). We generate hundreds of thousands of pseudo-experiments
(from the modified templates’)™) and evaluate the test statisti@swith best fit values

for N, and NV, on toy background sample®(). For each pseudo experiment, statistics is
fluctuated according to a Poisson distribution around themexpected value. Then we

calculate) on data and define the confidence levdl,:

CLy = Ng,>Qu./N (5.24)
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whereN, - ¢,,. IS the number of the generated experiments which h@yeaue greater
than the measured one, and express the compatibility ofliergation with the back-
ground only hypothesis, and is the total number of generated pseudo-experiments. The
sensitivity of the analysis (in terms of Gaussiay) is related to the confidence level.,

by the formula:

: 2 [F _p
ne =2 erf 1 (2-CL,—1) with erf(z) = —/ e "dt (5.25)
T Jo

We implement the method with the use of tifetaframework [75]. The median and
central 68% range of the expected significance distribidtosignal + background hypo-
thesis are shown in Table 5.9 together with the observedfisignce. Figure 5.29 shows
the @ distribution for the signal-only and signal+backgroungotheses.

expected (range) observed
1.26 (0.2,2.3) 3.1

Table 5.9: Median and central 68% range of the expected significanaeesah the
signal + background hypothesis and observed significance.

5 — B only hypothesis
107 f — S + B hypothesis |3

" ., expected observed
10° W

Npg, per bin

Figure 5.29: @ distribution for pseudo-experiments thrown in backgrooently and
signal + background hypotheses.

5.6 Conclusions and/;, measurement

5.6.1 Combination with muon channel

The cross section measurement in the electron channel isicedhwith an analogous
measurement in the muon channel only [85]. The procedurngtaddor signal extraction
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is a simultaneous maximum likelihood fit oos 6;; andr,; in the two channels. We define

a combined likelihood function in which we fit simultanegugiie parameteN; written
asf.Ns+ f.N,, wheref, andf, are the fraction of signal events expected in the electron
and muon channel, respectively, taken from simulation aiding up to 1.0. Now the
variable N, represents the measured sum of the single top event yiettie imuon and
electron channels.

The statistics and systematics evaluation has been pextbrepeating the procedure
described in previous sections for the combined measurenfdhthe systematics are
considered fully correlated for the muon and electron ckénrand therefore variated
coherently up/down at the same time for both channels, wighetxception of the data-
driven uncertainties on the QCD estimations, treated asruglated.

We obtain the following cross section measurements:

o = 103 £ 42(stat.) "33 (syst.) = 11(lumi.) pb muon channel
o = 154 & 56(stat.) Ti8(syst.) = 17(lumi.) pb  electron channel
o = 123 & 34(stat.) T34 (syst.) & 14(lumi.) pb combined

In conclusion the analysis confirms the Tevatron obsematfsingle top production,
with a significance of 2.5 and 3.1s in the muon and electron channels respectively, and
a combined significance of 307 This measurement is consistent with the standard model
expectation.

5.6.2 |V};| measurement

Under the assumption thdt;,| and|V;,| are much smaller thalV;,| we can express

the latter a5 / <. A Bayesian method is used to extract a 95% C.L. lower limitigg].
We use a flat prlor for the single top cross section which spwads to a flat prior in
|Vis|2. The posterior in the model parameters is (up to an overathatization) given by

400

P(Bs; Bogus Bre: 0ildata = T | Poissottn;|p;)m(d,). (5.26)
=1

The indexi runs over all 400 bins of the two-dimensional templatgjs the number
of observed events in this bin and Poisgdn) is the Poisson probability to obserue
events, given meak. The expected number of eventsdepends on the scaling factors
B; and the shape-changing nuisance parameétees given in equations 5.20 and 5.22.
7(0,,) denotes the prior used for the shape-changing nuisancenpteess,. As priors,
we choose to use independent Gaussian functions around @iaith 1, motivated by the
template interpolation (see eq. 5.22) which yieldsthe modified templates for values
0, = £1.

To include the uncertainty on the cross section, the terrherstim on the right hand
side of equation 5.20 which corresponds to the signal contena;,, is modified by an
additional factor,.xs:

His = Bs : ﬁvtb-xs * Qg
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priorin [Vi,|* | 95% C.L. lower limit on|V},|
flat, [Vi,[* <1 | 0.63

Table 5.10:95% C.L. lower limit on|V},| using a fully Bayesian technique.

This additional parametes, .« encodes the imprecise knowledge of the single ttop
channel cross section, assuming a perfect knowledgeof As prior of this parameter,
a Gaussian around 1.0 with a width if 3.9% is used. This cpoeds to the uncertainty
of the most precise cross section calculation for singleateglable [86]. From the full
posterior given in eqg. 5.26, we obtain the marginal postdado 5, by marginalization,
i.e., integration over all other parameters. Technic#tiig is done using a Markov-Chain
Monte-Carlo technique, more details can be found in Ref. [T] eeferences therein.
Within the framework of the standard modg], is a diagonal element of a unitary matrix
and |Vy| can therefore never exceed unity. This is true even if extenthe standard
model by additional (quark) generations. Therefore, we givower limit on|V},| using
the constraintV,| < 1 by imposing a flat prior fog3; which vanishes fog, > 1. From
the marginal posterior i, the 5% quantile is the 95% C.L. lower limit di;,|. The
results are summarized in Table 5.10.

5.6.3 Combination with BDT analysis

In conclusion, the analysis so far described (called 2Dabse it is two-dimensional
fit based) is in turn combined with a multivariate analysisifig boosted decision trees,
BDT [87]). The combination of the results is performed by a#ting a weighted av-
erage where the weight is chosen such that the resultingtanmdg is minimized. This
method is known as best linear unbiased estimator (BLUE). [88)r this method, the
full covariance matrix has to be known, i.e., the stati$tasad systematic uncertainties,
including their correlation between the analyses. The gutace adopted in detail is de-
scribed in [89]. The result after the combination (see th& RA[90] and the paper [52])
is shown in Fig. 5.30 where the comparison with Tevatron mmeasents and Standard
Model prediction is also shown. The cross section obtaised i

o = 83.6 £ 29.8(stat. 4+ syst.) £ 3.3(lumi.) pb combined (5.27)

From the combined measurement, it is has also been evaltreéd,| CKM element
without assuming the constraifif,| < 1, obtaining:

exp
Vil = / T = 1,16 + 0.22(eap.) + 0.02(th.)
ag

wheres©™ is taken from Eq. 5.27 and* = 62.373% pb is the NLO prediction in the
5-flavors scheme.
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t-channel single top quark production
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Figure 5.30: Comparison of thé-channel single top cross section obtainedMS,
the NLO Standard Model prediction and the measurementinaiokat Tevatron.



Chapter 6

Analysis update with 920.7 pb1 of
2011 data

6.1 Introduction

This chapter presents a preliminary update of the analgsisrtbed in chapter 5 [85,
90]. Due to the much higher statistics accumulated in thd 2@ita taking, this measure-
ment enters the regime where systematics uncertaintiesri®dominant over statistics
uncertainties for the cross section measurement. Theegyalf this analysis is based
on a template maximum likelihood fit on the absolute valuehefgseudorapidity of the
light jet stemming from the parton recoiling against the tp@rk;;, which allows to
discriminate between single tapchannel and its main background contributions. The
choice of fittingr,; variable only and noly; andcos ¢;; together comes mainly because
we want to reserve theos d;; variable for top polarization studies and also because we
don’t want to rely on its more problematic modeling in Monterl@aimulations. More
details in Sec. 6.5.

The other main difference with respect to the old analys&eqy is that an additional
cut in the My, variable is performed to define a signal region and a sidebegidn. As
described in Sec. 6.5.14,,, is the invariant mass of the reconstructed leptetagged jet
and neutrino, whose transverse momentum is inferred fremmitissing transverse energy
and longitudinal momentum is obtained from the ansatz okthematic closure of the
event which is verified in case efchannel processes. The use of the sideband allows
to constrain the rate of the’+ jets component of the background and to extract a data
driven shape foil/ + jets,;.

Following the same pattern of the previous chapter, the giast is dedicated to the
event selection and the Monte Carlo samples involved, thertdh quark reconstruc-
tion and data-driven techniques for QCD aind + jets background estimation will be
illustrated. Afterwards the one dimensional fit method dmel statistical evaluation are
presented, and in the end there is the description of systearaertainties and the final
results obtained. Throughout the chapter it will be streégke difference with respect to
the 2010 analysis, omitting details about procedures @yreaplained before.

99
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6.2 Samples and Event Selection

6.2.1 Data and Monte Carlo samples

This study is based on an integrated luminosity of 920.7* pknown with an accur-
acy of 5 % [98]. Thet-channel events from Monte Carlo simulation used in thisystud
have been generated with the POWHEG event generator, selgdatevents where a
single top or a single anti-top is produced. MC simulatecskats are normalized to the
NLO cross section of 41.9 (22.6) pb for events with top (aop}, see the second refer-
ence of [40].

Table 6.1 summarizes the Monte-Carlo data samples for sagnBbackgrounds, and
provides the number of events and cross section for eachlsamib the cross sections
have been taken from the references listed in Table 6.1 cgnwio reference is given,
from the generator itself. The MO//Z samples are divided in thé’/Z + (u,d, s, g)
(light flavours) and théV'/Z + ¢, b (heavy flavours) components (algorithmic matching).
To each jetis associated the flavour of the quark that is Wi = /((A¢)? + (An)?) <
0.5. An event s classified d4//Z + b if at least 1b-flavoured jet is present, &8/Z + c if
no b-flavoured jet is present, but at least-flavoured jet is present, and finally + light
flavour if noneb or c are present.

The simulation of the full detector response is based on GEANB2], and assumes
realistic alignment and calibration, tuned on data. In Mo@arlo samples a flat pile up
distribution is simulated. The impact of pile-up on this lgses is estimated in Sec. 6.6.

6.2.2 Event selection

The events selection is optimized for the final state topplofythe ¢-channel pro-
duction, requiring exactly one electron, olxet coming from top decay, and one light
flavoured jet recoiling against the top quark. As in 2010 ysialthe lepton selection cri-
teria and the quality cuts for central jets are taken equtiidse agreed faft analyses in
the single-electron channel. The reconstruction of allgats/objects is done through an
algorithm named Particle Flow (PF) [65], which uses infotimaof all the sub-detectors
when reconstructing each physics object.

Trigger selections

The first steps of the selection are the same as in the 2018tasuial differences
finds in the use of triggers. Different trigger paths (sirglectron and electron + jets )
are used depending on the run range to follow the differentriosity conditions through
the whole data-taking: triggers requiring at least an ebecivith measured’ above 25
or 27 GeV/c and requiring a calorimetric isolation and electron idokatriteria are used
for the first runs of 2011 data-taking; triggers requirin¢gaist one electron as before plus
at least one jet withhr > 30 GeV/c andn < 2.4 (called CentralJet30 triggers) are used
for higher luminosity runs; triggers with the additionafjteest that at least ortetagged
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(*)
f

Table 6.1: Monte Carlo datasets used in this analysis. The sampleseaeraed
either inclusively or with a final state restricted to thetapc mode, including elec-
trons, muons, and taus. Where no references are given, tb& sgotions come from
the generator itself if LO, from FEWZ [68] if NNLO, and fromcFm 5.8 [93] if

Process

H

olpb] - B

|

single top;t channel {, inclusive)
single top channel {, inclusive)
single top,s channel , inclusive)
single top,s channel {, inclusive)
single toptW channel {, inclusive)
single toptWW channel {, inclusive)

41.9 (NNLO) [40]
22.6 (NNLO) [40]
3.19 (NNLL) [39]
1.44 (NNLL) [39]
7.9 (NNLO) [40]
7.9 (NNLO) [40]

tt
W(— lv) + jets
Z/y (= 1T17) + jets (*)
WWwW
Wz
7
b/c— e, 20 < pr < 30 GeV
b/c — e, 30 < pr < 80 GeV
b/c — e, 80 < pr < 170 GeV
EM-enriched QCD20 < pr < 30 GeV
EM-enriched QCD30 < pr < 80 GeV
EM-enriched QCDg0 < pr < 170 GeV
~v+jets,40 < Hy < 100 GeV
~v+jets, 100 < Hy < 200 GeV
~v+jets, Hr > 200 GeV

165 (NNLL) [38]
31314 (NNLO)}
3048 (NNLO)+
43 (LO)
18.2 (LO)
5.9 (LO)
132160 (LO)
136804 (LO)
9360 (LO)
2454400 (LO)
3866200 (LO)
139500 (LO)
23620 (LO)
3476 (LO)
485 (LO)

my; > b0 GeV

separated into sub-processes with an algorithmic matchaegytext

NLO.
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jet is present (called BTaglP since th#agging algorithm used is based on impact tracks
parameter) are in the end used for the latest runs.

Since these trigger paths are not foreseen in simulatioatadriven estimation of
their impact is evaluated by calculating “turn-on” curvieattare used to re-weight Monte
Carlo events . The curves for CentralJet30 triggers are adataas the ratio between the
jet pr distribution on data for events passing the trigger in exachthe jetpr distribu-
tion for events passing a reference trigger (with no requasiets). Similarly, the BTagIP
turn-on curves are obtained as the ratio betwetgging discriminators distributions for
events passing the BTagIP trigger and for events passingeereie trigger (in this case
the CentralJet30 trigger). More details could be found a}.[94 Fig. 6.1 the turn-on
curves for CentralJet30 and TCHRagger triggers are shown.

CMS Preliminary 2011, \/s =7 TeV, L = 540 pb - CMS Preliminary 2011, \/s =7 TeV, L = 540 pb -
a 1,2; T T T ‘ T T T ‘ T T T ‘ T T T ‘ T ] 3 1,2J TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTT \7
g [ Iml<24 1 8§ [ 0.844*exp(-6.72* exp(-0.72 * TCHP)) |
— 17 — — 17 —
€ T wssprene i & T 1
s 1 s ]
2 08- . 2 0.8- —t— -
50 19 ]
0 6j 7 0.6? u
0.4 . 0.4 .
r 0.982*exp(-30.6*exp(-0.151*pT)) . F 8
0 Zj 7 0.2} N
0‘ L L L ‘ L L ‘ L ‘ L L L L ] 0 ‘l+ (G ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l \7
50 100 1 SOPF ot 200 -5 0 5 10 15 20 25 30 35 40
P, FGeVic] TCHP discriminator value
(@) (b)
Figure 6.1: Turn-on curves for CentralJet30 and TCHHagger triggers, with the
corresponding parameterization.
Electrons

The only difference with respect to 2010 electron seledsdhe cut on “particle flow
relative isolation” (©F), defined as

rel

PF PF PF
PF IPhoton + IChargedHadron + ]NeutralHadron
Irel = ) (61)
pr
PF PF PF i
where Ipoions {Chargedtiadron 8N INeutraliadron @€ the sum of the transverse energies as-

sociated by the particle flow algorithm to photons, chargatirseutral hadrons in a cone
of size AR < 0.4 around the lepton direction. Tight electrons are selectethb re-
quirement/’T < 0.1 and/, < 0.2. Also in the definition of loose electrons, we require
IPF < 0.2.

rel
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It is required the presence of exactly one tight electrotging events with additional
loose electrons (to reduce contribution of dilepton evemsich can come fronit or
Drell-Yan processes), removing the Z veto from the preagdimalysis.

Jets

Apart from the same requests of 2010 analysis, only jetsarsidered with calibrated
transverse momentum larger than 30 GeV/c, withjn < 4.5. Fig. 6.2 shows the jet
multiplicity after the lepton selection, in data and sinida.

For what concernsg-tagging, the updated 2011 data/MC scale factors (and sorre
ponding uncertainties) on efficiencies and mistag rates baen evaluated in [95]. The
b-tagged jet multiplicity in events with two jets is shown iigF6.3 for data and simulated
samples.

Differently with respect to 2010 analysis, we apply no mdrettveto. This choice
has been dictated by a double motivation: first we want totlasimuch as possible the
b-tagging and mistag uncertainties, which are the biggastsof systematics as we no-
ticed in 2010 analysis; secondly we prefer not to tightenstilection too much to have
enough statistics for studies on control samples.
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[[Js-channel 10°

(Bl 2 T t
W w+light C
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Figure 6.2: Jet multiplicity after the lepton counting in data and siatidn, and for
signal andiz events only. In all the plots in this chapter we indicate wikb and
W+c thelV events in which there is at least olvet and one-jet, respectively.

TransverselW boson mass and missing transverse energy{)

We refer to the 2010 section 5.2.2 for thié transverse mass definition. THg.
distribution revealed to be more appropriate for QCD bacdkgdodescription, both for
better MC/data agreement and because the fit to this variabéeSec. 6.4.1) allows to
reject more QCD than th&/; fit does. Figure 6.4 shows the shape of ffyedistribution
after the preceding selection, for Monte Carlo and data (d)fansignal and QCD (b).
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Figure 6.3: Number of jets fotD¢ gy p > 3.41 for data and simulation and for signal
andW + light partons only, after the 2 jets request.
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Figure 6.4: Transverse mass after the entire selection minudgtheut, in data and
Monte Carlo and for signal and QCD.

The optimization of the threshold with a template fit Bp (Sec. 6.4.1) analogous to
that applied in 2010 analysis leads to the chdige> 35 GeV.

Selection results

The number of selected events, step by step, in data and Mearte is shown in
Table 6.2. It should be noticed a discrepancy between datdviD yields even after
all cuts have been performed. To better understand thierdiite, control samples for
W -+jets andit are considered and a study of tagged jets multiplicity iser(ade Sec. 6.3).
Anticipating the conclusion, also supported by the studigbe muonic decay channel,
it seems that thél” + jets component is not correctly simulated in Monte Carlal fon
this reason the final extraction of the signal yield for cresstion measurement is pre-
formed fitting simultaneously also tH& andtt components of backgrounds (details in
Sec. 6.5.2).



\ Process | 1isoe, 0p | 2jets | MET > 35GeV | 1tightbtag |
single top,t channel 2386 1134 692 287.8+ 1.7
single top,s channel 160.2 77.5 47.8 2244+ 0.5

single toptW 1754 587 374 134.3+ 1.1

tt 11798 2328 1680 716+ 5

W+jets 435480 | 78366 40246 728+ 20
Z+jets 110534 | 14460 919 25.6+1.4
4% 3522 989 529 16.3+ 0.3
QCD 272365 | 68062 5125 226.5+ 14
Total background 835613 | 164871 48921 1870+ 25
Signal + background 837999 | 166005 49613 2158+ 25
Data 207881 | 37346 13563 1606+ 40

Table 6.2: Number of events surviving each selection step, in data aodt®ICarlo
(normalized to 920.7 pb'). In this table the event yields don’t take into account the
turn-on curves efficiencies and thdéagging efficiencies, varying event by event.

uoN29IaS 1UaA] pue sajdwes z'9
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Data-driven scale factors forb-tagging and mistagging

As in the 2010 analysis, for the tight and lodstagging working points, estimates of
the efficiencies of true and fakgets identification are used, and can be found in [80], as
a function ofp; andn;;. To correct the Monte Carlo mistag rates arteagging efficiency
each event is weighted by the probability of it passing the given the appropriate scale
factors. Here we go into the details of the procedure sinisesiightly different from the
2010 analysis.

For a jet the probability to be tagged and not to be tagge@vas follows:

€btag(mistag) — SF - €btag(mistag) (6 2)
€btag(mistag) 7 (1 - SF) * €btag(mistag)

Given the number of jets; stemming from light quarks;. from ¢ quarks, andq, from b
guarks, the probability’ for an event to pass thietagging requirements is:

PMC — 231:12:20212&1;10 . Etl(l . E)nl—tl€tc<1 o E)nc—tcetb<1 - E)nb_tbS (63)

whereS is a 0 if the event does not pass the selection, 1 otherwigeCasthe combinat-
orics factor. A scale factor is then applied on each evengdalculate the probability on
MC. Such scale factor is derived substituting Eq. 6.2 in Bité.getP”*, Finally we
define a weight as:

b — weight = PPt/ pMC (6.4)
More details could be found at [96].

Data-driven scale factors for pile up

To take into account the effect of the pile up on the analysdsta correct the differ-
ent pile up conditions simulated in Monte Carlo with respectlistributions measured
on data, data-driven scale factors are taken into accoeotdiag to CMS prescriptions.
Therefore for each simulated process, an appropriatelgetkfunction remodels the gen-
erated pile-up distribution to take the shape of the datailligion. The weights for each
simulated event are therefore assigned according to thetitn, which is given as input
the number of pile up interactions for that event.

6.3 Control samples

This section provides a summary for all the control sampéesidor the analysis. The
data-driven background estimation procedures are destnibSections 6.4.1, 6.4.2.
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Process entries
t-channel 33.7
tW-channel 23.9
s-channel 1.12
tt 63.9
W+ light partons| 7851.1
Z+ jets 163.6
We 738.9
Wb 37.6
QCD 578.9
Total 9492.7
Data 8812

Table 6.3: Expected for the main processes (from simulation) and dvebaerved
(from data) event yields in Control Sample A.

6.3.1 W + light flavor enriched sample

The W + light flavour background is studied in detail in the Contrah$le A where
2 jets are selected and both fail the TCHP loose thresholdz@reetag bin in jet multipli-
city), running on 214.1 pb'. Table 6.3, reports the events yield for MC and Data in such
control sample. The QCD yield is determined with a fit to #iedistribution (Fig. 6.5)
described in section 6.4.1. This procedure yields theviofig predictions for the number
of QCD events passing thg, threshold:

N,

q

cd = 454 + 21(stat.) (6.5)
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Figure 6.5: K fit with the data-driven template for QCD (a) af}. distribution
rescaled to the fit results (b).
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Figures 6.6 and 6.7 show thes 0;;, n;; and My, distributions in the control sample
A, in which the shape for QCD is extracted from the anti-issdlasample. This sample
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Figure 6.6: n;; andcos 6; distributions in Control Sample A. In this sampjg is
taken as the sum of both jets’
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Figure 6.7: Reconstructed top massly,;,,, in Control Sample A.

is not directly used in the measurement to extractlthe jets scale factors, but only to
study in detail how much its modeling in Monte Carlo is rel@abAfter the gcd extraction
procedure, the data and MC vyields agree within order of 7 % ddreement in shapes
is reasonable fory; and M,;,,, while cos 0;; seems not to be well simulated. This has
not dramatic consequences on the signal extraction proggsincecos ¢;; is not used to
measure the signal yield, but certainly it requires furiheestigations.

6.3.2 tt enriched sample

A tt enriched control sample is defined selecting 3 jets and mieguihat 2 of them
pass the TCHP tight threshold. We also refer to this sample Bt 2-Tags bin. The
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Process entries
t-channel 12.4
tW-channel 10.8
s-channel 1.68
tt 224.8
W+ light partons| 0.0
Z+ jets 0.65
We 0.48
Wb 12.7
QCD 14.2
Total 277.7
Data 279

Table 6.4: Expected for the main processes (from simulation) and dvebaerved
(from data) event yields in 3-Jets 2-Tags Sample.

highest TCHP tagged jet is used for reconstruction of top lgbgpothesis. Table 6.4
reports the event yields for MC and the overall yield for datthis control sample.

This sample is used to study the data/MC agreement both id ged in shape for
the most important variables in the analysis. Figures 6B@&8 show theos 0}, 7,
and M,;,, data/MC comparison. For what concer;, the agreement seems to be not
perfect, even if the Kolmogorov-Smirnov test is reasondfieing a KS probability of
90%) and the tail regions looks like being well reproducetierfore, we trust at least
the acceptance fav/,,, variable, while it will not be used as fit variable.
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Figure 6.8: m;; andcos 6} in tt control sample.

6.3.3 Signal region andV + heavy flavours enriched sideband region

We begin this section addressing the yield discrepancyl@momentioned in Sec. 6.2.2
and in the end presenting a way out for a reliable backgroesdription. To understand
the discrepancy thetagged jet multiplicity plots have been studied. FigurB06shows
that there is an excess of data in the bins wh&rehannels are present, whileenriched
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Figure 6.9: My, in tt control sample.

regions seem to be under control. Moreover, sincg mnd 1V + light flavours control
samples we find an excellent Data / MC agreement, and sind& tbleannel dominating
in figure isW + heavy flavours component, we can are driven to supposehtdahain

reason behind the discrepancy is thet heavy flavours background.
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Figure 6.10: Jet multiplicity in events with 1 (a) or 2 (b) jets passing THeHP tight
(3.41) threshold.

Another group independently obtained scale factors anddhesponding range of
variation with a simultaneous extraction/fand of its main background [59], finding for
example for the 2 jets bin

SF(Wex) = 1217532 (6.6)
SF(Wbxr) = 1.6640.6 (6.7)

These scale factors need to be extrapolated to the kinenegficn of interest, i.e. the
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Process entries signal region (SR)entries sideband (SB)
t-channel 172.8 26.0
tW-channel 57.6 35.8
s-channel 11.7 4.8
tt 322.8 199.2
W+ light partons 24.8 45.2
Z+ jets 6.4 8.5
We 95.0 84.0
Wb 122.7 140.7
QCD 34.7 41.4
Total 848.6 585.5
Data 943 663

Table 6.5: Expected for the main processes (from simulation) and dvebaerved
(from data) event yields in Signal Region and Sideband Regithe QCD vyield is
rescaled to théf,, fit results.

2-Jet, 1-Tag bin. The procedure is far from being straightfod and attempts to define
different|V + heavy flavor enriched samples revealed to be not satisja@toparticular
for W + b component). In the end a reasonable way out was to usetagstrahich
allows forW + X global contribution estimation, not separating lighdrfr heavy flavor
contribution: from Fig. 6.16 in the signal region, we canafe that thé\/,;, variable has

a big discriminating power between the signal &idackgrounds. Therefore performing
a cut onMy;,, we are able to separate a signal enriched region fré¥h(@andtt) enriched
region. It has been choséf0 < M,;,, < 220 to define the Signal Region (SR), and the
off peak regionlM,,, < 130 or My, > 220 as Sideband Region (SB). It worth saying
that we take the Sideband Region from both upper and lower pesdsvalues to limit
kinematic biases coming from the cut itself. Table 6.5 shitvesyields for MC and Data
in the Sideband and Signal Region.

The fit to the #. for the data-driven estimation of QCD contamination canret b
performed in the SR and SB separately, due to poor MC statisthich introduces big
uncertainties in the modeling. Instead, the fit on the whele®1-Tag bin is performed
(shown in Fig. 6.11) using the Anti-Isolated sample to malel;. distribution for QCD;
then the amount of QCD in the SB and SR is determined taking/fhge Anti-Isolated
distribution, rescaling it to the fitted result in the 2-jetal bin (this is done applying the
H.. cut to the fit distribution) and in the end applying th&,, cuts. The resulting QCD
yields in Signal and Sideband Region are shown in Tab. 6.5. O ensured that this
introduces no bias and and we assume that the acceptance signial is reliable from
what we understood in Sec. 6.3.2.

6.3.4 Anti-Isolated Samples

We define qcd-enriched samples for both 2-Jet 1-Tag sample@mtrol sample A
using anti-isolation and anti-ID requirements. The tigipptbn definition is the same
as 6.2.2, except for the relative isolation and electrondfuirements. The electron is
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Figure 6.11: K. fit for QCD estimation in the 2-Jet 1-Tag (signal) sample.

required explicitly not to pass two out of three between:

» The 70% efficiency working point. See [63];
* the photon-conversion veto [63] requirements;

o IPF < 0.1.

rel

These requirements define a non-isolated sample more thantiaisolated one; for
consistency with respect to the previous chapter, in tHeviahg we will continue refer-
ring to the gcd-enriched sample as the Anti-Isolated one.rétfeire exactly one tight
lepton and drop any second lepton veto. The jet and b-taggiopgrements are the same
as they were defined for the signal sample in 6.2.2, and theat@ample A in 6.3.1.

6.4 Data driven backgrounds estimation

6.4.1 Multi-jet QCD

Monte Carlo estimations of the QCD contamination have to bsidened particularly
unreliable for the purposes of this analysis as it was forO2@fdalysis, because only
extreme kinematical regions pass the selection, and feittsfare the most difficult to
simulate properly. These arguments lead to the conclusiananlyin situ data-driven
estimations will give the needed confidence on the amoutti®biackground.

For this purpose, a template fit to tfg distribution is performed, after all other cuts
have been applied, with the following fit function:

F(Hr) = Naig - S(Hy) + Noca - B(Hy) , (6.8)
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whereS(H,) and B(k,) are the assumed templates for signal-like processes aegord
to Monte Carlo predictions, and QCD events (extracted formAtte Isolated sample on
data, see 6.3.4) respectively, letting omVy;, ;. and N, fluctuate in the fit. So the
number of QCD events in the signal regldﬁqifj, is obtained by integrating the function
B(Hy) normalized to the fitted QCD events, fék. > 35 GeV: Ny - [, B(Hy)dEy.
Such fit is performed both in 2-jet 1-tag Sample and in Conteshfle A (details in the
corresponding sections 6.3.1 and 6.3.3).

Figure 6.12 shows that th&,. distribution for QCD is not dramatically affected by
isolation requirements. The systematics uncertainty duki$ approximation is conser-
vatively estimated to be 50. Since we want to take the shape of the QCD discriminating
variables from data, we compare the distributiong,pind M/, in the isolated and anti-
isolated samples to check that no significant bias is intedun the final signal yield ex-
traction (Fig. 6.13). In order to get more MC statistics, dhequirements were dropped
(having checked this doesn’t introduce biases) and theepoesof 1 jet oy > 30 GeV
and at least 1 other jet wigh > 20 GeV was required.
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o | 4oy
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Figure 6.12: K. distributions for Monte Carlo QCD samples obtained afteti an
isolation and ID cut for the electron (red line) and aftergtendard isolation cut (blue
line).

6.4.2 W/Z + X extraction strategy

In this section we describe the extrapolation proceduresliably model theM,;,
andrn; distributions forl’ components of the background. Section 6.3.3 defifie &
heavy flavor enriched region, where the signal contaminasosmall. Plots 6.10 and
sections 6.3.1, 6.3.2 allow us to understand the behavidr -eflight and¢t components
of the background. FoW + heavy flavor a scale factor and data-driven shape for the
modeling ofy;; are extracted from the sideband region SB to the signal megi, taking
the yields fortt, single toptW, s-channels, and’V processes from the Monte Carlo
simulation. In detail the procedure is the following:
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Figure 6.13: n;; (a) andM,;, (b) distributions for Monte Carlo QCD samples ob-
tained after an anti isolation and ID cut (red) and after thadard isolation cut (blue).

Process/ObservableKS(shape only);; comparison in the SR/SB
mj 0.95
My, 0.67
cos Ql*j 0.72

Table 6.6: KS probability forr;; distributions for the overallV/Z + X, between
Signal and Sideband Region

Step 1: W/Z+X in the Sideband Region First we estimate scale factor and tfaeshape
for W/Z+X. We take the datg,; in the SB and subtract the data-driven QCD shape,
the Standard Modelt, single toptIV-, s-, t-channel, and/V. What remains is
taken as the data-drivelly/Z+X n,;, with the scale factor evaluated as the ratio
between the obtained template and ti¢Z + X simulated in Monte Carlo.

Step 2: W/Z+X extrapolation in the Signal Region Then we apply the scale factor from
the sideband to the signal region and userthehape previously determined. This
will be used in the fit described later on in section 6.5.2

Figure 6.14(a) shows the comparisongf shapes for théV/Z+X in the Signal
Region and Sideband on Monte Carlo. After the extraction has performed, a conser-
vative estimate of the uncertaintyl 00% for the¢-channel cross section and-620% for
tt yield is considered to take into account the effect of thammade on the signal yield
(the contamination of signal in sideband region). Figufiel§b) shows the effect of these
variations on the extracted shape©fZ+X. Table 6.6 shows the results of Kolmogorov
tests on distributions for the overdll/Z + X in Signal and Sideband Regions.

It is worth noticing that the extracted shape depends ont#tistics of the sample. To
take this into account, we perform pseudo-experiments evtiex subtraction procedure
is repeated on simulated datasets. Such datasets aressbsaimming;,; Monte Carlo
distributions for all the channels assuming the standardieingelds except fobV +heavy
flavor, which is scaled by a factor 2 to get a realistic scend check the compatibility
of n;; between the Signal and Sideband Regions we compare dae-d@viyZ+X 7,
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Figure 6.14: (a) Shape comparison @f; variable for thelW/Z + X in the Signal

Region vs Sideband region. (b) Effect of varying thehannel yield (red line) by-

100% andtt yield (blue line) by+ 10% in the Sideband Region on the data-driven
extracted shape (black line).

distribution with the one from Monte Carlo simulation, foicegpseudo-experiment. Such
results show so far that this procedure is consistent. Nesess the quantitative effect on
the final result has to be evaluated. It turns out the stedistiuctuations in the Sideband
affect the final extraction procedure, resulting in addiibsystematics uncertainty to be
accounted for. This is discussed in the detail in section 6.6

6.4.3 Backgrounds summary

This section sums up the results of data-driven procedurethé QCD and main
backgrounds estimation. The QCD yield is obtained perfogntie fit described in sec-
tion 6.4.1 in the signal samplel’/Z + X shape forn,; is derived from data-driven
procedures in the way is described in Sec. 6.4.2, while the Q@&Ipe is taken from the
Anti-isolated sample described in 6.3.4.

The uncertainty on the data-driven shapes, for the proeeadopted, is destined to
decrease with the increasing statistics. Furthermoreshiape effects due to statistical
fluctuations are mitigated by the subtraction proceduneeswe constrain the total yield
contribution ofi¥/Z + X, and so, for example, an over-fluctuationiin + light compon-
ent is compensated by an under-fluctuatiomlint heavy flavor.

Table 6.7 shows the summary of the event yields in the 2-Jeylbin before thé/,,,
cut.
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Process entries
t-channel 198.8
tW-channel 93.4
s-channel 16.5
tt 522.0
W+ light partons| 70.0
Z+ jets 14.9
We 179.0
Wb 263.4
QCD 76.1
Total 1434.1
Data 1606

Table 6.7: Event yields summary including data-driven estimationd &itagging
scale factors for simulation and data. Background unagits (QCD,W/Z+light,
W /Z+heavy flavours) are discussed in Sec. 6.6.

6.5 Signal properties and cross section measurement

6.5.1 Top quark reconstruction and signal properties

Referring to Sec. 5.4.1 for details about variables definidind top quark hypothesis
reconstruction, in Fig. 6.15 and 6.16s 0*]., m; and My, for data and MC in the 2-Jet
1-Tag bin are shown.

-s-data -s-data

2 T Mt-channel g I M t-channel
L% 1201~ [Jtw-channel g 250~ [CJtw-channel
% [Js-channel w » [Js-channel
100F H + O i
3 ++ W W+light I W-light
r W w+bb BEw+b

BWw+cc
Wz+Jets
W Diboson
[aco

BWw+c

W z+Jets
Wl Diboson
[Caco

0-1 -08 -06 -04 -02 0 02 04 06 08 1

cos®
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Figure 6.15: Cosine of the angle between charged lepton and untaggecbjet(),
in the reconstructed top rest frame after the full eventctiele (a) and pseudorapidity
of the untagged jety;) after the full event selection.

6.5.2 Signal extraction and cross section measurement

A likelihood fit is performed tor,; distribution only, to determine the signal cross
section. Differently from the 2010 analysis fit procedurewrthe free parameters are
the signal yield, the electroweak background yield/¢ + X, Diboson), and the top
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Figure 6.16: Reconstructed top quark mass after the full selection.

background yield{, t7V, ands single top channels ), while the QCD is constrained to
the value obtained from the fit and the uncertainty on QCD isiclaned in systematics.
The idea behind this choice is to be maximally robust agdiaskground uncertainties,
getting rid of the difference in shape while grouping togetthe channels, and at the
same time exploiting the fact that electroweak backgro§idsZ + X) scale together, so
that relative uncertainties on their shape only affect tiege of the overall electroweak
background.

We define the unbinned likelihood function given by:

L(01, oo, | Ny, Ny) = e~ NotNewrtNioptNoca),

n

: H <Ns : Ps(”k) + Newk : Pewk(ﬁk) + Ntop ' PtOp(nk) + chd : chd(ﬁk))
k=1

(6.9)

whereNy, Newr, Niop, Nyca @re the signal and backgrounds yieldss the number of ob-
served events, ankl, P—(cuk.top,qcd) @re the signal and background distribution functions.
The extended maximum likelihood fit gives us the best estonatf N, andNy—c.k 1op.geds
with the model distributions considered fixed and taken fMante Carlo or data-driven
templates.

It is convenient to define the signal strength,,..., ewk strengttt.,, and top strength
Stop @S the ratio

Si:signal,ewk,top = Nmeasured,i /Nexpectation,i (6 . 10)

Whenever the fit results will be expressed in term$gfthey will refer to Table 6.7 for
Neapectationi- The fit results are shown in Fig. 6.17 and the estimated yiaid:

Ssignal = 0.85 £0.19  Sepp = 0.93£0.30  Syp = 1.06 £ 0.10
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Which in terms of number of events becomes for the signal:

Nyignat = 174 + 63

The estimation of the data-driven systematics effect fedtfyZ + X component extrac-

N
a1
o
III|IIII|I
-
o
©

Figure 6.17: |n;;| fit results. The different contributions are rescaled byctoiaequal
to the strengths obtained from the fit.

tion which has been discussed in detail in Sec. 6.4.2, wildresidered in Sec. 6.6.
The single top cross section is related to the signal yielthbyformula:
Ny

CT Bt wh) L (61D

wheree is the efficiency estimated from Monte Carle £ 0.35 %), B(t — {(vb) =
0.1080 [76], and the luminosityL, is equal to 920.7 pli. Table 6.8 summarizes the
results of the likelihood fit ty; distributions including the cross section measurement.

N, o (pb)
174+ 63| 55.1+ 125

Table 6.8: Fit results: number of fitted signal events and correspandioss section.
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6.6 Results with the inclusion of systematic uncertainties

This section considers the sensitivity of the analysis tstesypatic uncertainties of
instrumental or physics origin.

6.6.1 Systematic uncertainties

The systematic uncertainties whose impact on the analgsis been evaluated are:
background normalization and modeling, jet energy sc&&)and/,. scale uncertainty,
b-tagging and mistagging uncertainties, pile up, fit procedystematics, and in the end
the luminosity uncertainty.

Backgrounds normalization and modeling

Although this analysis makes no assumption on the overakdraund rate, a vari-
ation in the relative rates of different background proess=san affect the shape of or the
background yields in the fit procedure. We consider:

e tt: £18%, motivated by the quadratic sum of all the statistical amnsteyatic un-
certainties of Ref. [67], but this choice is conservativehasmhain systematic uncer-
tainties of that measurement are shared by the presentsa)aly

* QCD: a variation is taken conservatively850%;

» W, Z+ light partons and heavy flavours: we use the RMS of the psexperenent
distribution for the data-driven extraction procedures(isder).

Jet Energy Scale (JES) andy,, scale uncertainty

To take into account the JES and jet energy resolution (JERJtMms, it should be
applied first the nominal JER smearing and then the JES @amayrshift to the jets. At
the moment of writing this theses, the impact of JER on thedisignal strength was not
yet evaluated, nonetheless we know from estimations in thennadecay channel of the
top, that this effect is far less the JES uncertainty. Initlata vary simultaneously all
jet four momenta by either vlor -1o of then andp-dependent uncertainties [97]. The
official CMS Jet Energy Corrections are taken from DataBaserasidde a new 10% for
jets with|n| > 3 due to unexpectedly large HCAL response in the forward regidns
is an important point since in that region the signal to backgd ratio is most favorable,
and so it reflects clearly in this analysis. For each vanetiget energy scale, the missing
transverse energy is recalculated accordingly.

As in 2010 analysis, to this correction the “unclusteredrgyiesystematics is added,
and a shift of£10% is applied toquT (leptons and jets are added back to the unclustered

energy).
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b-tagging and mistagging uncertainties

We variate the scale factors of Sec. 6.3.3 by their dataedumncertainties [95], propagat-
ing these variations to the formulas 6.2 and 6.3.

Pile up

The effect of pile up events has been evaluated by re-weigitiie MC samples such
that the number of simulated pile up events matches the nuofpéde up events observed
on average in data. We apply a systematic uncertainty grisam the uncertainties from
this pile up re-weighting procedure. Therefore, all thewdated events gain additional
weight factors which correspond to variation of the avenageber of pile up events by
+1.

W branching ratio

The uncertainty on thé&l” branching ratio into leptons, and thustof- /vb (with
¢ = e, u, 1), is taken ast0.8% [76]. This uncertainty is propagated directly to the for-
mula 6.11.

Luminosity uncertainty

The luminosity determined from dedicated measuremenisgdéown within a 5%
uncertainty. This uncertainty is propagated directly ®fibrmula 6.11.

Effect on signal extraction

The distributions;;; for each channel is affected by rate and shape uncertathies
to systematics. The shape of the overall background disioib is affected by the relative
normalization of background events,; is quite stable under variations di£S, K., b
tagging, mistagging, while for instandé,,;, is much more affected. We consider those
uncertainties in the definition of the signal and sidebamyores, as well as in the data-
driven extraction procedure described in Section 6.4.2

Data driven procedure

The data driven procedure described in Sec 6.4.2 has thetadeathat incorporates
all W/Z rate and modeling uncertaintie94, I.SR/F SR, hadronization mode), but on
the other hand is dependent on the statistics of the SignabRegd the Sideband Re-
gion. To evaluate this effect pseudo-experiments have pedarmed: using the standard
model prediction for all samples except fidf + heavy flavor, where a scale factor of 2
has been applied, a big number of pseudo-dataset have bideiben,1V/Z + X extrac-
tion in the Sideband and Signal Regions are repeated, and fitg tgenerated datasets
are performed. The resulting signal strength distribufarthe all pseudo-experiments
is shown in Fig. 6.18. This distribution has a non-negligiBBMS (in short we call it
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“spread”) and a difference in the mean value with respedte@ageneration central value
(in short we call it “bias”).
To take into account the bias we define a simple scale factor:

SFbias = Sgeneration/smeanvalue (612)

Where sgeneration 1S 1 @Nds,ean vaiue 1S the bias. In the end, we correct the final signal
strength for cross-section measurement by $tig,,.

Entries 999
Mean 0.9377

‘ RMS 0.2113

ﬁg e
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Figure 6.18: Result of the fits on one pseudo-dataset in the Signal Rediaming
random pseudo-experiments in the Sideband region.

6.6.2 Effect on signal extraction and correction

In Table 6.9, the effect of the main systematics uncer&sntin the signal strenght
is reported. The uncertainty from data driven proceduratesnded as the RMS of the
pseudo-experiments signal strength distribution of Fif86The systematics uncertainty
is evaluated dicing pseudo-experiments with the varietates using template morph-
ing technique with the theta software [75]. Since this pduce gives us the relative
uncertainties, they are afterwards scaled to take intoladdbesS F;,.

Therefore the final result after the bias correction is:

o = 58.8 + 13.3(stat.) T1¢4(syst.) pb (6.13)
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SignalStrength: 0.85 + 0.19 (stats)
Data driven procedure + 0.21(stats)
Systematics up/down variation
btagging +0.08 -0.09
JES +0.05-0.08
Mistagging -0.00024 -0.00021
Unclusteredy.,. -0.008 -0.0028
tt rate -0.027 +0.027
PU +0.031 +0.007
total systematics: +0.24
total syst+stats: +0.31
Corrected byS Fp;qs: | 0.91+ 0.33 (stats + syst

Table 6.9: Effect of systematics on the signal strength measured bfjtthe

6.7 Conclusions and/;;, measurement

In this chapter the preliminary results of the single teghannel cross section meas-
urement on 920.7 pB of data collected by CMS in 2011 have been shown, considering
the electronic decay channel of tHé boson coming from top quark.

As in 2010 analysis the measurement in the electron chasr@mbined with an
analogous measurement in the muon channel only [99, 10@jrpezd on 1299.1 pb.
The procedure adopted for signal extraction is a simultas@waximum likelihood fit on
ni; variable, fitting together all parameters but the electadk@mponent which remains
separated for the two channels. It is reasonable since wewlant to make the assump-
tion that this component behaves in the same way for eleztmod muons (or, at least,
we want to check that it effectively happens, and in the erdésults are consistent with
the assumption).

We obtain the following cross section measurements:

o =70.9 + 6.8(stat.) T15:8(syst.) + 3.7(lumi.) pb muon channel
o = 58.8 + 13.3(stat.) T1&4(syst.) £ 2.8(lumi.) pb  electron channel
o = 69.5 + 6.0(stat.) T53(syst.) = 3.7(lumi.) pb combined (6.14)

The combined measurement, for which all systematic unoéiga have been considered
as fully correlated between the electron and the muon detaynels, is consistent with
the standard model expectation. The higher amount of dalgzed in 2011 with respect
to the 36.1 pb' of 2010 allowed us to reduce the statistic uncertainty, rérgehe sys-
tematic dominated regime. Moreover, the systematics haga keduced as well through
accurate choices of data-driven procedures (for examptesaparating the individual’

+ jets contributions, but estimating the overall shapesswade factors) and at selection
level (for example, the aforementioned removal of #thesto requirement). From system-
atic uncertainties point of view, one of the main advantagfesdopting the data-driven
W/Z + X estimation is that the uncertainty associated to it ddp@m the statistics of the
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samples involved, and so improve with increasing availdbka. Nevertheless, since the
main contribution to the overall uncertainties comes froim tata-driven estimation, in
the next future more precise cross section measuremendlad!require improvements
and further studies on optimization of such data-drivercedures.

In conclusion a measurement of the CKM elemegptis also given. Under the as-
sumption thatV,,| and|V,s| are much smaller thalV},| and without assuming Standard

Model V-A coupling strength, we can measu¥g,| as|V,| = |/ % . Given the next-to-
next-to-leading order (NNLO) predicted cross sectith= 64.5759) (scale) 2} (PDF)

pb (for a top mass ofr, = 172.5 GeW?) and the combined measured cross section in
equation 6.14, we find:

Vip| = 1.04 + 0.09 (exp) 4 0.02 (th). (6.15)

This result is in agreement with the Tevatron, combined f@+ and DO,V;, measure-
ment,|V;,| = 0.88 £+ 0.07. Furthermore, with only 1/5 of the data collected by CMS in
2011, this measurement reaches a precision already coboipavdh Tevatron’s. So, in
the next months and through all the 2012 we will be able tostigate the CKM unitarity
with an unprecedented precision in the top quark sector.
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Conclusions

This thesis has presented a data analysis work performbad oontext of the CMS ex-
periment and aimed at measuring the cross section of siogleroduced int-channel
and decaying through — Wb — evb. The main analysis is based on data collected
by CMS in 2010, corresponding to an integrated luminosity &@fL3pb ', with an up-
date using 920.7 pb of 2011 data taking. The topology of the process and the spin
correlations between the particles involved allow to perf@ very tight selection. Fur-
thermore, data-driven techniques have been set up forablelestimation of the main
backgrounds (QCD multi-jet and” + jets) to the signal of interest. Different sources of
systematic uncertainties have been taken into accourt,djohstrumental and physics
origin, among which thé-tagging uncertainty, the QCD data-driven uncertainty dned t
signal and background modeling.

At the end the signal extraction is obtained from a templat® fihe most discrimin-
ating variables and the single toschannel cross section measured with the inclusion of
systematics in the electronic channel is

o = 154 + 56(stat.) 733 (syst.) & 17(lumi.) pb

for 2010 analysis, and

o = 58.8 £ 13.3(stat.) "1 (syst.) £ 2.8(lumi.) pb

for 2011 analysis. Both results are consistent with latest@MNtandard Model predic-
tion o' = 64.57729) (scale} |3 (PDF) pb and we can conclude that the signal excess
measured in 2010 was merely due to statistical fluctuations.

Both the results have been combined with the ones obtainée mtionic decay chan-
nel of thelV stemming from the top quark. For the 2010 analysis a furtbarbination
has been performed with a multivariate analysis measusnggdl thet-channel cross sec-
tion (BDT). Then, the combined measurements are used toaeahel;, element of the

oeTp

CKM matrix using the relatiofV;,| = /% . The results are summarized in Tab. 6.10.

In the future, the analyses presented here, together witle\vang more and more
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precise and refined single top cross section determinatamsconstitute the baseline for
further challenging studies in single top production ancagesector.

Excess of events in thechannel, for example, could suggest the existence of FCNC
(flavor changing neutral currents,— t) which can be investigated checking top polariz-
ation and differential cross sections (&s/dy); or maybe could be related to largié,|
and so to the non unitarity of the CKM matrix. On the contrargledicit in ¢-channel
cross section can be a hint of the existence ¢f'ajuark generation, which leadlg;,| to
be < 1.

In conclusion, as in many other physics areas exploredr #fte Standard Model
precision tests, with increasing statistics the LHC is expeto eventually enlighten some
of the basic questions historically remained open in thenelgary particle physics.
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|

Dataset, integrated luminosity (ph

‘ Ot—ch (pb)

|

Vi

|

2010, 36.1
2011, 920.7 (electrons) and 1299.1 (muo

83.6 & 29.8(stat. + syst.) £ 3.3(lumi.)
nep.5 + 11.6(stat. + syst.) £ 3.7(lumi.)

1.16 = 0.22(exp.) £ 0.02(th.)
1.04 £ 0.09 (exp) £ 0.02 (th)

Table 6.10: Summary of the single toppchannel cross sections alig, CKM element
measurements, with 2010 and 2011 data, for muon and eledti@mels combined.
The 2010 results take into account the combination with th#ivariate analysis de-

scribed in detail in [87].
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