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Introduction to Data Preservation

Data preservation refers to the series of managed activities necessary to ensure
continued access to digital materials for as long as necessary.

Long-term data preservation can be defined as the ability to provide continued
access to digital materials.

Data preservation is one of the areas targetted in Horizon2020.

Some scientific areas, e.g. astrophysics, are well ahead in data preservation. HEP is
narrowing the gap:

« DPHEP: Data Preservation in High Energy Physics

» Past experiments have already successful DP projects in place (e.g. Babar)

« All LHC experiments are devoting more efforts to data preservation

A data preservation project can be divided into two main areas:
1 - Bit preservation : how preserve data
2 - Analysis framework preservation : code preservation, virtualization ...
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Goal: preserve a complete copy of CDF data and MC samples at CNAF +

services (access, data analysis capabilities)

The copy will be splitted in two periods
* end 2013 - early 2014 — All data and MC user level n-tuples (2.1 PB)
 end 2014 — All raw data (1.9 PB) + Databases

During the 2014, development of the long term future analysis framework.

* Preserve data access

* Preserve CDF reconstruction and analysis software

« Give users resources to run CDF analysis (authentication, disk space, CPU)

« Documentation /j
INFN

5 (_  onaF




Data transfer: network layout

e

Chicago b i
{FNA ;%a\rlight

131.225.238.0/23
131.225.240.0/24

. - Reserved networks at FNAL and CNAF
= - 5 Gb/s reserved on transtlantic link

MILAN - GENEVA lambda
provided by GARR and SWITCZ

o] _en INFN CNAF  CDF Dedicated)
: - Resources
GARR ! - 0O =

Dedicated Link G |
192.135.34.0/24
Bologna

4

Transfer layout optimization shows that :

- Reached the peak of 5Gb/s
- Saturate the avaliable bandwidth

(80 simultaneous process each of which divided into 20 parallel streams)

Temporary limited due to tape shortage




Data transfer: transfer system

We use Sequential Metadata Access (SAM), developed at Fermilab, installed on a
dedicated machine at CNAF, to pilot the data transfer.

CNAF | Data request . FNAL
Sam station Sam station

CNAF FNAL

Tape CNAF FNAL Tape
Sys / _ Gridftp % Gridftp _ Sys
CNAF server  Data server FNAL
- Cache - transfer - Cache

1) CNAF requests data from FNAL that are staged at FNAL cache
2) Data are copied via gridftp protocol, in a third party transfer, and SAM control the checksum
3) Once the data are in the CNAF cache, they are automatically migrated to tape

Using custom integration of SAM and GridF TP command (bash script) to

perform data transfer in a semi-automated way

The pre-staging of the data at FNAL is made in parallel with the data transfer at FNAL




Data transfer: data archiving

1 - Data are copied from FNAL
via gridftp.

2 - GEMSS moves data to tape
(see next slide).

3 - Retrieval from tape using standard
CDF commands (SAM station).

About 115 x 8,5 TB tapes
(T10000D) written => ~ 1PByte

2 T10kD drive (130MB/s reading from
the CDF GPFS Filesystem)

Actual DISK => TAPE (2 drives)
bandwidth can reach 260MB/s

DISK => TAPE bandwidth will be
improved with additional drives (2" half
2014)

CDF GPFS
8 X GPFS NSD File system
S rler (420 TB)
‘ .-
\ SAN _
/AN ——— AN
. Towards ) - z _l e

‘Worker node’

T

2 X HSM Server
to move data from
tape to disk and |
vice versa

TAN

/ WAN W SAN

( Towards ) )
' ENAL / 10 Gb/s Gridftp
/ Server
24

Oracle StorageTek Tape Library
with 2 T10kD dedicated drive

1 Single Point of Failure (single gridftp)

» Cold spare machine avaliable (can be configured in a
couple of hours)

 since for the data transfer is not required a 24x7
availability is not necessary have redundancy

It's the same storage configuration that is used for other experiment

)
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Data transfer . data archiving

GEMMS

Grid Enabled Mass Storage System (GEMSS) is a software layer for GPFS-TSM
interaction for optimization and administration, providing a complete solution for storage

accesSs.

GEMSS is based on a custom integration between 3 software layers:
- Parallel filesystem (the IBM General Parallel File System, GPFS)

- Tivoli Storage Manager (TSM), which provides Hierarchical Storage Management
(HSM) capabilities

- Grid Storage Resource Manager (StoRM), developed at CNAF, providing access to
grid users through a standard SRM interface. It is not essential as in our case.

GEMSS is the standard solution used at the INFN CNAF Tier1 for archiving data
for all the LHC and non-LHC experiments.

)
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Data transfer : monitoring

LEMON

Display statistical Graph with:
- Information about machine
- GPFS utilization

- Cpu utilization

- Network utilization

- other...

NAGIOS

This software can handle different type
of alarm.

If one service for instance gridftp
daemon crash, Nagios send e-mail to
the admin or can perform active action
(e.g. try to restart the services)

Max: 258MB/s
Aver: 54 MB/s

Since the system is not fully
automatic we have to launch the
script to copy the data, which is why
the graph is discontinuous
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Data analysis : present and future

Now we have already replicated at CNAF = 1 PB of CDF data on tape

CDF data analysis in the long term future

To analyze CDF data stored at CNAF we need to implement:

e SAM station to retrieve data from tape: new version of SAM code in preparation at FNAL.
e CDF code volume, accessible via CVMFS

e Access to Oracle Databases (with local replicas at the INFN CNAF Tierl)
e Code preservation: CDF legacy software release (SL6) under test

In the long term future, CDF services and analysis computing resources can be instantiated on

demand on pre-packaged VMs in a controlled environment.

INFN
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Data analysis : future

Analysis framework — FNAL independent

Cdfheadsrv | > SAM station Data retrival s(t:g:QFe
(Front End) (Data access) ~ v
System
o (tape & disk)
Job submission Worker Node Metadata retrival
Worker Node Squid
cdfdata < < ‘ ‘ = ‘
(ujs(,)elzor rhec;rSI%& Job result o | Database |

VMs on demand
This framework assumes limited use of CDF data in the long term future. Problems under discussion:

- Replication of Database

- Data access : QUESTION: How many years IBM will support GPFS on SL67
Possible solution could be NFS which provides greater compatibility with earlier version.

- Authentication : In the long future, access to the GRID resources will not be necessary.
Possible solution could be job submission restricted to the local CNAF nodes.

- Data integrity : Cyclic reading of the data (eg. repacking) and checksum calculation.

INFN
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Conclusion

A data preservation project can be divided into two main areas:

1 - Bit preservation : how preserve data

We are currently transferring data and we already have on tape about 1PB.
By the end of 2014 will end the transfer.

2 - Analysis framework preservation : code preservation, virtualization ...

We are also studying solutions to build a analysis framework on demand.

First Data Preservation project of INFN

Could be the prototype for the other experiments that have data at CNAF

INFN
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Data transfer : how

The copy is done in two steps:

Dataset import :
1) sam get dataset “Dataset name”
2) Check that all files have been imported

Update DB :
1)Lock file (to prevent the cacellation in the case in which the cache is full)
2)Check CRC
3)Move file to tape
4)Update SAM DB with tape location
9)Unlock file
6)Remove file from cache

- UpdateDB starts as soons as the Dataset import has finished
(no more that 1 dataset import at a time)

- Multiple updateDB in parallel possible.

Every steps has a log file so is possible to keep track of every step of the transfer
process

16 (_  onaF



Data transfer : monitoring

NAGIOS

This software can handle different type of alarm.

If one service for instance gridftp daemon crash, Nagios send e-mail to the admin or/and
can perform active action (e.g. try to restart the services)

Depending on the type of service the control is done at different time intervals (e.g. for
the certificate every 24h whereas for sshd every 5 minutes)

Current Network Status Host Status Totals Service Status Totals

Last Updated: Wed May 7 14:29:05 CEST 2014 |_| | | l_ | | | |
Updated every 90 seconds

NagiosE Core™ 3.2.3 - www.Nagios.org ’Tl o | 0 | o ’F | 0 | o | 0 | 0

Logged in as nagiosadmin | | | |

View History For This Host
[View Notifications For This Host | o [ 1 | L [ 1a
View Service Status Detail For All Hosts

Service Status Details For Host 'ds-119*

ds-119 Alimentatori OK 05-07-2014 13:55:58 63d 11h 1m 455 1/4 ipmi power supply ok
Certificate oK 05-07-2014 07:36:56 63d 11h 1m 40s 14 Il certificato scade tra 254 giorni
Memory oK 05-07-2014 14:26:32 50d 18h 12m 32s 13 NG-Mem: 23966 6108 17858 0 165 872
Network ﬂ oK 05-07-2014 14:25:16 63d 11h Om 19s 13 NG-Net: ethORX= 16756870 eth0TX= 194194 eth1RX= 19902149849 eth1TX= 16169864329 eth2RX= 360893355838277 eth2TX~= 1024282333942 bond0RX= 0 bond0TX=0
Powerpath oK 05-07-2014 14:22:01 50d 19h Tm 3s 14 Powerpath OK
Raid Dischi oK 05-07-2014 14:06:54 63d 11h Om 9s 14 Raid State Optimal
Yaim OK 05-07-2014 14:09:37 63d 10h 58m 14s 1/4 Mon ci sono comandi yaim da eseguire
device IPMI oK 05-07-2014 14:12:21 50d 1Bh 16m 43s 14 Device /dewiipmil or /deviipmil0 or /dewfipmidewi0 exist
gpfs_info oK 05-07-2014 13:35:21 63d 10h 58m 4s 14 kernel=2.6.32-279.14.1.el6.xB6_64 gpfs.base-3.5.0-17
opfs status oK 05-07-2014 14:15:45 50d 15h 13m 19s 14 GPFS is active
apfs waiters oK 05-07-2014 14:27:30 63d 10h 59m 57s 14 Waiters minori di 5 minuti
guattor OK 05-07-2014 14:23:47 50d 19h 5m 17s 14 service ncm-cdispd is running...
ssh oK 05-07-2014 14:22:59 63d 10h 57m 51s 14 service sshd is running...
storm-globus-gridftp oK 05-07-2014 14:25:59 63d 10h 57m 47s 14 service storm-globus-gridftp is running...

17 L/ CNAF



Data transfer : monitoring

Current Network Status

Last Updated: Thu May 15 14:03:40 CEST 2014
Updated every 90 seconds

NagiosE Core™ 3.2.3 - WwiW.Nanios.org
Logged in as nagiosadmin

\iew History For This Host
\View Wotifications For This Host
View Service Status Detail For All Hosts

Host Status Totals Service Status Totals
IM@- @M
Wo [ o Mo [ o
[ o [ 1 [0 | 8

Service Status Details For Host 'cdfsaml’

_ Last Check | Anempt Status Information

CDE_transfer [5-15-2014 12:57:30

Memory _ 05-15-2014 14:01:01

Network oK os1s440047
apfs info PR 05-15-2014 13:29:28
apfs status PK 05152014 14:01:30
apfs waiters PRI 05-15-2014 14:00:17
am [igmone

ssh BRI 05-15-2014 14:01:59

7d 13h 6m 10s
68d 12h 33m 5s

68d 12h 30m 22s

68d 12h 27m 3Bs
64d 21h 2m 425
51d 18h 23m 265

14d 21h 38m 30s+
65d 1h 24m 23s

13

113

14
14
14

14
14

NG-Mem: 7870 7731 139 0 184 2683

NG-Net: ethDRX= 126191380719 eth0TX= 87746157590 ethlRX=0 eth1TX= 0 eth2RX= 0 eth2TX= 0 bond0RX~= 0 bond0TX=0
kernel=2.6.32-358.2.1.el6.x86_64 gpfs. base-3.5.0-16

GPFS is active

Waiters minori di 5 minuti

Service is not scheduled to be checked. .

service sshd is running...

B Matching Service Entries Displayed

INFN
18 (_  cnaF



Data transfer : monitoring

LEMON Granularity = 5 minutes

Display statistical Graph with:
] In?orr}r/1ation about mgchine Plot data for different time intervals:

GPFS utilization from 24h to 10 years
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