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1. Introduction

In experimental microdosimetry, tissue equivalent gas proportional counters (TEPC) are
used to measure pulse height spectra (then processed as microdosimetric spectra); that means
ionisation event spectra generatéd by the radiation in a given site, which has generally 1 pm of
size. The way to generate microdosimetric spectra is well described in ICRU Report 36 [1]. The
microdosimetry technique can be used to measure the different dose components of a mixed
radiation field [2]. Moreover, it can be used to calculate the effective biological dose [3].
Therefore, we have decided to use this technique for characterising the neutron beams that will be
used for the Italian project of Boron neutron capture therapy (BNCT). In this paper we shall
discuss the experimental uncertainties of the microdosimetric quantities as well as the
uncertainties of the dose components measured with TEPCs. In such discussion we shall use

microdosimetric spectra collected at the Tapiro reactor.

2. Microdosimetry at the TAPIRO reactor

The TAPIRO' fast reactor is located in the ENEA research centre called Casaccia (near
Rome). It produces a fast neutron flux that has been opportunely moderated with a thermal column
(see figure 1) for studying the microdosimetric features of possible BNCT? radiation fields.

An example of microdosimetric spectra, collected inside the irradiation box of TAPIRO
thermal column is shown in figure 2. The spectra have been collected with a cylindrical TEPC, the
cathode wall of which can be replaced. Measurements have been performed with cathode wall
made of ordinary A-150 plastic and with cathode wall made of A-150 plastic loaded with 100 ug/g
(100 ppm) of 19B. In the left side of figure 2, the event frequency distributions with and without
9B are plotted. More than 99.9% of events are due to electron set in motion by photons (events of

size less than 12 keV/um). The remaining events are due to proton and light ions set in motion by

' TAPIRO stands for: TAratura Plla Rapida potenza zerO. It is a fast nuclear reactor of SkW power.

2 BNCT stands for Boron Neutron Therapy Capture. This is a new promising cancer treatment technique that uses
thermal (or epithermal) neutrons to irradiate tumours previously loaded with '°B. Thermal neutron absorption on the
"B nucleus gives rise to the production of *He and "Li; the ranges of these charge particles in tissues are as short as
the diameter of the cell nucleus and consequently if tumor cells are loaded with '°B all the energy is released inside
the tumor cells which is killed with high probability while the neighbouring (healthy) cells are not damaged.
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neutrons. The presence of 100 ppm of '°B in the cathode wall gives rise to high y-value events
(about 0.2% of the total) due Helium and Lithium ions emerging from the '°B(n,a)’Li reaction.
These events increase the yield of events of size more than 12 keV/um.

In the right side of figure 2. the usual microdosimetric representation of the same data in a
semi-logarithmic plot, where the abscissa is the logarithm of the lineal energy In(y) [keV/um] and
the ordinate is the product yd(y) (where y is the lineal energy and d(y) is the dose-weighted
distribution of y. Without '°B, the photon-induced events contribute 86% to the total dose. When
198 is present, the few more events give rise to a high dose peak at about 300 keV/um, which
represents the 33% of the total dose. More about microdosimetric spectra at TAPIRO reactor are
published elsewhere [4].

The microdosimetric spectrum is usually processed to obtain the mean values ;f_ (the mean

lineal energy), E (the dose-weighted mean lineal energy) and RBE (the relative biological
efficiency). The overall uncertainties of the aforementioned means, in proton beam

microdosimetry, have been analysed in an other paper [5].

Figure 1 The Tapiro reactor thermal column. The TEPC is going to be inserted in the irradiation box, which is then
closed with a graphite lid and graphite bars.

A microdosimetric spectrum is originally collected on three different multi channel analysers. In
fact, preamplifier pulses are sent to three different linear amplifiers, which have different gains in
order to have the same resolution both for small-size y-events and large-size y-events. The three
original sub-spectra, calibrated in Volt, are then joined and processed to have the same number of

channels per y decade (the usual number of channels is 60, but any number can be chosen).
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Figure 2 Microdosimetric spectra measured at the TAPIRO reactor (see text) using a normal cathode and one loaded
with 100 pg/g of '°B. The simulated diameter is equal to 1 um. Left side: frequency density distributions. Right side:
weighted distributions.

Therefore, any channel in a microdosimetric spectrum has the same logarithmic size. The
full spectrum has n(y)-Ay events (measured counts divided by the acquisition dead time) per
channel, where the symbol y means that the microdosimetric spectrum has not yet been calibrated
in lineal energy; therefore y is in V and Ay is the channel size, always in V. The spectrum is

eventually recalibrated in lineal energy.

3. Statistical errors

Figure 3. In blue frequency density distribution (left ordinate), measured at the TAPIRO reactor with 100 ppm of '°B,
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and its relative uncertainty (red). The total events are 3.03e7
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The event statistics of a neutron field microdosimetric spectrum varies with the lineal energy
size. The statistic range is very large, since the events-rate occurrence covers almost 10 decades
(see figure 3). The error bars in figure 2 are + 1 standard deviation (SD) of the event density in any

logarithmic bin. Following the Poisson statistics, 1'SD of event density in the iy, bin ( O(y;)) 18t

Ty = NS ) (- A;) M

where f{y) is the value of the frequency density distribution at the i, bin, Ay; is the largeness of
the iy bin and n is the sum of all events.

In figure 3 the relative statistical uncertainty of the frequency density distribution with 100
ppm of '°B is plotted. In order to have a relative uncertainty of about 2 % in the BNC event

region, more than 30 millions of events have been collected.

4. Lineal energy calibration uncertainty

In order to convert y [V] in y [keV/um], the pulse spectrum has to be calibrated. Waker has
observed that the main source of uncertainty in microdosimetric measurements with commercial
TEPCs is the lineal energy calibration performed with the internal alpha source [6]. Pihet writes
that, comparing different commercial TEPCs, such uncertainty is 10% [7]. The main source of this
uncertainty is the poor knowledge of the energy spectrum of the alpha particles entering the TEPC

sensitive volume, as well as the poor knowledge of the alpha particle mean chord in the TEPC.
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Figure 4. Energy density distribution of the internal #4Cm alpha source of the TEPC used in the measurements (left
side). The alpha mean energy is 4.93 MeV. Pulse height spectrum of the alpha source (right side).

The detector used for this study has a well-defined cylindrical geometry, which enables of
calculating with precision the alpha path inside the detector [4, 8]. Moreover the alpha energy
spectrum has been measured with precision of 0.2% with a solid-state detector [14] (see figure 4).

The a-source pulse-height spectrum, measured with the TEPC, has a relative uncertainty of 0.3%

4
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(acquisition system linearity uncertainty). The relative standard deviation of the alpha source (left
side of figure 4) is 22%. The relative standard deviation of the pulse height spectrum (right side of
figure 4) is 26%. That means the gas gain fluctuations do not increase significantly the y-value
fluctuations in 1 um site.

The calibration statistical uncertainty can be minimised. The counter gas is continuously
flown, the pressure measured with high precision and no anode wire aging has been observed.
Therefore the gas gain is constant. When the alpha calibration is used, the calibration uncertainty
is therefore mainly due to the uncertainty in the stopping power tables used. Moreover there is the
error in the use of a constant W-value (in particular the W-value for alpha particles) to calibrate a
spectrum due to events of energy deposits caused by different particles (electrons, protons...).

The relative uncertainty of the range-energy tables used to estimate the energy lost by alpha
particles in the sensitive volume of the TEPC is 5 % [9]. This error is mainly due to systematic
rather than statistical errors. It is, therefore, questionable whether the concept of standard
deviation is applicable. However, if one wants to follow the recommendations of CIPM [10], also
given in Giacomo [11], then the systematic uncertainty is converted to “standard deviation” by
multiplying it by factor of 0.5 [9]. In this way this uncertainty can be used in the error propagation
formula.

The relative uncertainty due to the use of a constant W-value is estimated equal to 1.5 %,
following the suggestions of J.Burmeister [12]. The uncertainty of the 8-ray escape calculation is
1% in 1 pm site. Finally there is the statistical uncertainty of the alfa source pulse-height
spectrum, which is, in our case, 0.82%. Therefore the relative uncertainty, which affects the
calibration procedure with the internal alpha source is 3.2%, i.e. the squared root of the sum of:
2.5%, 1.5%, 1% and 0.82%.

Microdosimetric spectra can be self-calibrated by using the so-called electron edge, proton
edge, alpha edge. These edges are located at the maximum pulse size that respectively electrons,
protons and alpha particle can give rise. The maximum pulse size occurs when the charged
particle exactly stops at the end of the TEPC’s sensitive volume, after having crossed it along the
main sensitive volume chord. '

In figure 5, five microdosimetric spectra, calibrated with the internal alpha source, are
plotted together with the second derivative of Ayy-n(y), that means the not-normalised values of
yd(y). The spectra have been collected with different '°B content in the counter. The second
derivative of a microdosimetric spectrum shows local maxima where the spectrum slope changes

positively. In figure 5, 3 local maxima are plotted. They are close, but not exactly at, the electron
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edge, proton edge and alpha edge. The physical reason of these maxima lays in the stopping of the
relative decreasing of the dose contribution with the finishing of the events due to a given charged
particle. After the particle edge, the yd(y) distribution decreases less steeply or increases more
sharply; in both the case that produces a local maximum in the second derivatives. Depending on
the event statistics of the exact stoppers which give rise to the edge and on the population of
events after the edge, the local maximum can be more or less sharp and more or less shifted

towards y-values higher than the edge.
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Figure 5. Microdosimetric spectra (1 um diametre) measured at TAPIRO reactor with different '°B contents and the
spectrum second derivatives. To facilitate the reading the second derivatives outside the region of interest have been
cancelled (see text).

In figure 5, the second derivative local maxima are plotted, while the second derivative has
been cancelled everywhere else to simplify the plot observation. In table 1 the second-derivative

local maximum values are reported.

Table 1. Position of the three second-derivative local maxima of figure 5 and the position precision.

Local maximum position

Relative standard deviation

[keV/um] %
1*' maximum 122+1.0 8.4
2" maximum 155.5+6.5 4.2
3" maximum 447 £ 50 11.2

The position of the second-derivative local maxima depends more or less on the spectrum

shape. This dependence is minimised for the 2™ local maximum, close to the proton edge, which

has a position rather independent on the '°B content. It can be used as lineal energy calibration

6
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reference ascertained the event statistics is large enough to eliminate the spurious second-
derivative fluctuations, which decrease the maximum localisation precision.

A more precise lineal energy calibration can be performed with pure photon beams.
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Figure 6. Microdosimetric spectra (1 um diameter) of different gamma sources and the spectrum second derivatives.-
To facilitate the reading the second derivatives outside the region of interest have been cancelled (see text). The
vertical dashed line points out the mean value of the second-derivative maximum position.

The microdosimetric spectra of four gamma sources have been measured and the second
derivative of the spectra have been calculated. The gamma energies are: 59.5 keV (**'Am), 662
keV (**’Cs), 1250 keV (*°Co) and 2754 keV (**Na). The second derivative shows a clear local
maximum near the electron edge. In figure 6 microdosimetric spectra, calibrated with the internal
alpha source, and the second-derivative local maxima are plotted together. The second derivative
for other y-values have been cancelled to facilitate the plot reading. Figure 6 shows that in spite of
the very different photon energies, the second-derivative local maximum position is rather stable:
10.2 £ 0.37 keV/pm. With respect the 2" maximum of figure 5, this maximum position is more
precise and easier to measure by using some intense external photon source of any energy. This
“electron edge” calibration has relative standard deviation of 3.6%.

Pay attention that this “electron edge” calibration has been calibrated with the alpha
calibration. Therefore, the electron edge calibration overall uncertainty is 4.8% (the 3.2% of
alpha-calibration uncertainty has been added). For using this calibration for photon
microdosimetric spectra, it has to be corrected by the ratio of the energy per ion pair production

W/W,, whose value for Propane-TE gas mixture is 0.964 + 0.036.
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Note that the “electron edge” position is significantly depending on the site diameter [8],
namely on the gas pressure. The value 10.2 keV/um is valid only for 1 pm simulated site. This
value increases decreasing the gas pressure. Therefore, the “electron edge” method is not advised

when the gas pressure in the counter is not properly measured.

5. Spectrum extrapolation uncertainty
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Figure 7. Measured frequency density distribution and extrapolated distributions. Details of two possible
extrapolation ways (right side of the figure) and consequential changes of the full distribution (left side of the figure).

TEPCs have a lower detection threshold, the value of which depends on the electronic noise
and on the counter gas gain. In other words, TEPC detection efficiency is not 100%, because they
do not measure all the ionisation events which take place in their sensitive volume. Therefore, in
order to use microdosimetric spectra for quantitative dosimetry, it is necessary to extrapolate the
measured spectra down to one ionisation event (on average). We have chosen to extrapolate
linearly the last part of the pulse-height frequency spectrum down to the j_. -value, which
becomes, after the lineal energy calibration, to 0.01 keV/pm. In the figure 7 spectrum, the noise-
free detection threshold is 0.08 keV/um. That means the event-detection efficiency is 68%.
However, the lost events (32%) are very small. Therefore, the dose-detection efficiency is 96%.

The event frequency extrapolation is always rather arbitrary. Therefore, we have chosen of
considering all the extrapolated part as a systematic uncertainty (in following processed as a
standard deviation dividing by 2 the systematic uncertainty [9]). The extrapolation-due error in a
microdosimetric calculated means is therefore assumed to be half of the mean value calculated

from y ;. and y,., where y, is the lower detection threshold value.
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6. Weighting function uncertainty
Although the relative biological effectiveness (RBE) is a radiobiological measurement,

microdosimetric experimental data can be used to assess the RBE by using the following equation:

Y max

RBE:Zr(yi)'d(yi)'Ayi @)

0.01
d(y;) is the dose-weighted probability density at y; and the index i runs along all the measured and
extrapolated channels. r(y) is an empirical weighting function (see figure 8) extracted by as
system of aforementioned equations, where different RBE values have been measured in different
radiation fields. RBE values have been measured by the radiobiologists and d(y) by physicists.
r(y) depends on the biological endpoint, on the absorbed dose at which the RBE values were
measured and on the microdosimetric spectra site diameter. We have used the weighting function
published by Pihet et al. [13], which was calculated from radiobiological RBE values for early
effects in mice at 8 Gy and microdosimetric spectra in 2 pm site [13]. We have assumed that the
spectra differences between 2 pm and 1 pm sites are negligible and applied the weighting function
of figure 8 to 1 um site size spectra. The r(y) uncertainty (+ 1 SD) depends on the y-value.
Moreover, it is not symmetric (+1SD # -1SD). In figure 8 is plotted the maximum uncertainty for

any y-value.
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Figure 8. Weighting function of the density probability function d(y) in 2 pm of size to obtain RBE of early intestine

damage in mice at 8 Gy (thick yellow line) and its maximum uncertainty + 1 SD [13] (red bars).
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r(y) value is 1 up to 10 keV/um, it reaches a maximum of 4.5 at about 70 keV/um and becomes
less than 1 for y-values larger than 250 keV/um. This last fact is interpreted as an over-killing
effect of very large y-values The accuracy of r(y) depends on the y-value, being rather low for y-
values more than about 250 keV/pum

The uncertainties plotted in figure 8 are not symmetric, being +SD # -SD. Therefore in the
following, for calculating the overall RBE uncertainty, we will take the maximum SD value at any

point (SDmax) and substituted the uncertainties of figure 8 with £+ SD, .«

7. Overall uncertainty of y_f

The mean lineal energy of the discreet stochastic variable y is:

Ymax

Y= 20 f ) Ay, 3)

0.01
where pmax is the maximum of lineal energy of microdosimetric spectrum (in keV/um) and 0.01
(in keV/um) is the minimum value at which we extrapolate the frequency spectrum. f{y;) is the

density probability of the yj-value, which has been counted n(y,)- Ay, times:
nQy;)

SO)=5—"— “)
2n()- Ay,
0.01
By substituting f{y;) with the equation (3) and by splitting the equation in a sum of two terms:
Yinr Y max
ZJ’i’”(J’i)‘Ayi+ ZJ’i'”(}’i)'AJ’i
— 00 .
e )
2.n(:)- Ay,
0.01

where y,, is the lower experimental threshold value.

However, as said before, spectra are first processed in Volts and then calibrated in lineal
energy by using the calibration factor F,q, which has dimensions keV-V™'-um™. By changing the
variable y; = F, - J;, where J is the y-value in V, and remembering that n(y,)- Ay, =n(j,) - Aj,,

the mean lineal energy can be expressed as:

Jinr Fmax

D7 nG) A+ D5 n() - A,
yf — E‘al . Ymin == JVithr (5)
> .nG) - A,
ymin

10
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From the error propagation formula we can obtain the y—f relative error:

o 2 2 2
j — O-le + [&j ( 6)
Y F z

cal

where the symbol )’ represents the second factor of the right side of the equation (5).
. o . .
It is no easy to calculate [Ezj’ since numerator and denominator of ) are correlated and

therefore:

2 9 2
_0-2 = O-num O-den )
( Z J [num] (den num den pcarr ( )

where num and den are respectively the numerator and denominator of 3 whilst peor is the
correlation coefficient between numerator and denominator. It is simple to demonstrate that this
correlation is negative; that is numerator fluctuations give rise to fluctuation of the same sign at
the denominator and consequently the ratio presents a smaller fluctuation. Therefore, if we assume
Peorr =0 We overestimate the error.

The error of y; depends on the integral linearity of the electronic chains and the error of Ay,
depends on the differential linearity of the electronic chains. Before any measurement, both the
integral and differential electronic chain linearity are measured with a precise pulse generator and
a ramp generator. Microdosimetric measurements are performed only if both the electron chain
linearities are good. Therefore, we can disregard the errors on both j, and Ay,.

The error of )’ numerator, Gy, is the sum of two contributes:

2

Opum = O + O, ®)

num meas

therefore:

o— 2 o 2 - 2 o 2 o 2
s = Fear + ( extr ) + ( meas) + ( den ) (9)
Y, ¥, num num den

cal

where Oy is the uncertainty of the extrapolation part and Gjeqs the uncertainty of the measured

part of the spectrum. According to the paragraph 5 we have:

- 2
Vithr

ngtr: 0.5- Zﬁi'n(ﬁi)'A);i (10)

Y min
where n(j;)are the event linearly extrapolated by best fitting the last measured points.
Omeas depends only on the fluctuations of n(y,), since we have assumed that j,and Ay;have

not error. Taking into account that the uncertainty of events of the i interval is the events number

11
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squared root, that the events of i interval the are n(J,)- Ay, and the squared standard deviation of

a sum is the sum of addenda squared standard deviations:

ymax
Olus = 21 A -n(Fy) (11)

Finr
The quadratic error of the denominator, Oy, is the sum of the quadratic errors of
denominator addenda, where the sum runs over all the y-value range. However, we consider only
the uncertainties on the experimental data, since the extrapolated events are usually very large,
masking the fluctuations due to the real measured data. Therefore the sum is performed only on

the measured y-values.

Pmax

ZA);;' . n(ﬁi)

O-den — Fihr

den® (s a e
AP, - n(F)

Vinr

Substituting all the components of equation 9, we obtain the relative error of y_f:

- +

F,

cal

& 2

Yihr Jmax Fmax
o\ 2 [0-5' Zﬁi'”(ii)'AfiJ Zf;z'Afi -n(y;) ZAi,- -n(y;)
[ O-Fca[ + Y min Fthr Fthr

Fmax 2 (S 2 (5 z (1)
[Zﬁi'”(f:‘) 'AﬁiJ [Zfz"”(ﬁi) 'Aj;i] [ZAﬁi'n(ﬁi)]

Y min Y min Fthr

By substituting again y = y/F,,,, the relative overall error of y_f can be also written:

2
Yihr ] Y max JYmax

o— ) 2 {0‘5' Zyi “n(y;) - Ay; ZJ’iz “Ay; -n(y;) szi “n(y;)
{ ,}’f] [ FcalJ 0.01 4 Yihr i Yihr

Jr| = 14
yf F;,‘al JYmax : Y max 2 Y max g ( )
Z.Vi'”(yi) -Ay; Z.Vi'n()’i) - Ay; ZAyi -n(y;)
0.01 %01 Yihr

By remembering that n(y)=nf{y;) where f(y) is the value of the probability density function at y;
and n is the sum of all the measured events and changing the lower sum limit in the denominator of
the 3™ addendum (in such a way the 3™ addendum value will be bigger than that one it ought to be),

the relative uncertainty can written as function of f(y):

12
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Yihr Y max

BRI (I WAN(CARY 25 ) Ay 1
_Lf Feal 0.01 : + Venr i 1 — (]5)
yf E‘(II Y max Y max - Zf( ). A
2.0 fO) - Ay, ne| 2y ) Ay, 2S00t
0.01 Vinr thr

Where the ratio orca/Fea value is 0.048 when the lineal energy calibration is made with the

electron edge of a pure photon field (see paragraph 4).
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Figure 9. y F relative overall uncertainty (1 SD) against measured events with different lower detection thresholds.

Left side: spectrum without '°B. Right side: spectrum with 100 ppm of '°B.

In figure 9 the y_frelative overall uncertainties of the two spectra of figure 2 are plotted
against total events and for different lower detection thresholds. Figure 9 shows that with a lower
detection threshold of 0.1 keV/um and 10° events the overall uncertainty of y_f is nearly 5%, both
when 0 ppm of '°B is added and when 100 ppm of '°B are

added. These values are close to the lineal calibration uncertainty. There is not significant
advantage to reduce the lower detection threshold at values less than 0.1 keV/um. Similarly, there
is not significant advantage to have more the 10° events. On the contrary, less total events and

higher values of the lower detection threshold increase the y_f uncertainty

8. Overall uncertainty of y_d

The lineal energy weighted-mean of the discreet stochastic variable y is:

13
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V=2 0d(y,) - Ay, (16)

0.01
where yuax is the maximum of lineal energy of microdosimetric spectrum (in keV/um) and 0.01
(in keV/um) is the minimum value at which we extrapolate the frequency spectrum. d;(y) is the

dose-weighted probability density of the y;-value, which has been counted n(y,)- Ay, times:

ap) =2 (7)
20 n(r)Ay,

0.01

By substituting (in 16) d(y;) with the equation 17 and by splitting the equation in a sum of two

terms:
Yinr Ymax
DyEon)-Avi+ Xyi-n(y)- Ay,
y—d — 0.01 S Yihr (1 8)
Zyi -n(y;)- Ay;
0.01

where yy,, is the low experimental threshold. Similarly to that done for y_f, the calibration factor

can be extracted out the sums. Therefore, the dose-weighted mean lineal energy can be expressed

as:
Fithr 5 j’max 5
251 A5+ D5 - n(F) - A
= F;'al . Ymin - Yihr (19)
2.5 n(G)- AP,
P min

where J is the y-value in V and F,[keV-pm™ - V'] =y/j.

From the error propagation formula:
o— 2 &t 2 2

[:yj :[—FE"’J +(g§) 20)
yd E‘al Z

where ) is the second factor of the right side of equation 19. And then:

O— ) o ’ o o o : o :
_Ja = Feut + ( extr ] + ( measj + ( den ) (2 1)
Y F, num num den

cal

By using the same considerations used for y_f, the y_,, overall relative uncertainty is:

14
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s 2 -
Yihr 5 max Fmax
% ~ P ~4 = - ~2 ~ =
2 2 |05 257 n()- AV D51 A - n(F) D57 A - n(F)
GT O-F J.’min y j
__d — cal + 5 + thr 5 + thr ) (22)
yd I’:.al P max 3 ¥ max 5 Y max
Z.Vi -n(y;)- Ay; Z.Vi -n(y;) - Ay; Z.Vi'AYi'”(fi)
j’min ymin y.thr
By substituting again j = y/F,,, the relative overall error of y, can be also written:
2
Yihr 5 Y max q Y max 5
2 2 [05- ).y  n(y)- Ay, 2ty n() Dyl Ay ()
= OF, 0.01 y y
_d — cal + . 5 + thr 5 + thr 5 (23)
yd E‘al J max 5 Y max 5 Y max
Z.Vi -n(y;)- Ay; Z.Vi -n(y;)- Ay; Zy,--Ay,--n(y,-)
0.01 0.01 Yihr
80 ; N y : - - 80
70 [ 370
—y““ =0.1 keV/pm h
52 60 L Y, = 0.5 keVium 160
s — -y, =01 keViym
S 50 [ oppm B — -y, =0.5keVium 1s
g 7 _
T
o 40 a0
©
T
S
s 30 - 30
(2]
[
2 20 I 20
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o
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0 a2l L a1 : 0
10* 10° 10° 107 10°

Figure 10. y ,relative overall uncertainty (1 SD) against measured events with two different lower detection

thresholds. Dashed lines: spectrum without '°B. Full lines: spectrum with 100 ppm of '°B.

By remembering that n(y)=nf{(y;) where f(y; is the value of the probability density function at y; and n

is the sum of all the measured events and changing the lower sum limit in the denominator of the 3™

addendum (in such a way the 3™ addendum value will be bigger than that one it ought to be), the

relative uncertainty can written as function of f(y):
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2
Yihr Y max JYmax
v : [0.5- Zy,?-f(y,-)“”AyiJ 2y fo)- by 2yifO)- by,
ﬂ J < Feat + 0.01 +$ Yinr + Yihr
Ya E‘al

Ymax - Y max 3 Y max 2
{Zyiz'f(yi)'Ayi] ”'[Z)’z‘z'f()’i)'Ay,'] ”'[Zyi'f(J’i)’A.ViJ

0.01 Yihr Yihr

(24)
Where the ratio  rea/Fea value is 0.048 when the lineal energy calibration is made with the
electron edge of a pure photon field (see paragraph 4).

In figure 10, the y,relative overall uncertainties of the two spectra of figure 2 are plotted
against total events and for different lower detection thresholds. Figure 10 shows that the lower
detection threshold affects very few the y_d value. Only at 0 ppm of '°B and for more than 10°
events changes in the lower detection threshold are significant. Event statistics plays a bigger role.
For a lower detection threshold of 0.1 keV/um and 10’ events, the y_d overall uncertainty is
5.36%, when 0 ppm of '°B is added, and 4.91%, when 100 ppm of '°B is added. These values are
close to the lineal calibration uncertainty. There is not significant advantage to have more the 10’

events. On the contrary, less total events increase the y, uncertainty.

9. Overall uncertainty of RBE
Remembering the RBE definition (equation 2) and the d(y) definition (equation 17), we
obtain the RBE definition:

Yihr Y max
Z"(J’i) yi-n(y;)-Ay; + Z"(J’i) -yi-n(y;)-Ay;
0,01 Vihr
RBE = — : (25)
ZJ’:‘ -n(y;) - Ay;
0.01

In equation 25 we can not changing everywhere the y-variable by using the equation
y:=F, -y, since r(yy is a literature function [13] given in keV/um not in Volt. However, the

weighting function r(y;) is 1 for y < 10 keV/pm (see figure 8). Since we can assume that the low

threshold yu, is always less than 10 keV/um, we can simplify the equation 23 and obtaining:

Yihr Y max
Z.Vi'”(J’i)'AJ’i"‘ Z"(J’i)'J’i'”(yi)'Ayi
RBE = %! - Vihr (26)
z}’i'”(J’i)'Ayi
0.01

Now we can substitute y with y, where that is possible:
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Fithr Y max
Four* ZJ;I -n(y;)-Ay; + Z"()’i)'y,' “n(y;) - Ay;
RBE= .;'min }.) - Yithr (27)
Fow 2251 n() - A,
Fmin

From the error propagation formula, we obtain:

2 2 2
O-RBE — O-num ) 3 (o-tlen J
ZRBE | _ | Znum —den 2
(RBE j (num den (28)
where num and den have the usual meaning. The numerator is made of two addenda:

2 _ 2 2
Gnum - O-extr + ameas (29)

Because the numerator first addendum (ex#r) is in its turn the product of two factors:

2 2
c O oetr(s
ol lextr’ = [—ng P —@%J (30)
Eal extr(y)
Vthr Vinr
where extr(y) = Zﬁi -n(y;)-Ay; and extr=F,,;- Zﬁ,- -n(y;)- Ay;. Substituting and applying
) Y min Fmin )

the usual reasoning about systematic uncertainty to get o we obtain:

extr(y)>

~ 2
Vihr
) [0.5- Zy',--n(ﬁ,-)-Ay‘iJ . :
O-F -min f~ ~ ~
Ol =| — 42— || For s 2.5 1))~ AV, (31)
F;_-al Yihr j’min

> i n(G)- Ay

min

eventually, substituting y; = y;/ F,, and remembering that j . corresponds to 0.01 keV/um:

" O-i_ Yinr 2
Oour =| -+ 025 |- Doy n(y)- Ay | =4 (32)
cal 0.01

In the numerator of equation 27, the y-variable in the second addendum (meas) is in
keV/um, but it is not straightforward how taking into account the lineal calibration uncertainty for
calculating this term overall uncertainty. The calibration uncertainty o., changes the value of
y-n(y), but not the value of r(y). Moreover, the changes in y-n(y) are due to the abscissa value
uncertainty, which is independent on the event uncertainty. Therefore to assess 0%mess We first sum
the relative squared error of r(y;) and n(y) and then we add the absolute squared error due to

calibration uncertainty. Remembering that n(y) is an event density:
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2 2
2 :[Urm 4+ Zan
m 2 2 2
“ o) &R

To assess ocq, the multiplication in the second addendum (meas) is performed once with

J- meas® + o, (33)

n*(y;) and another time with n™( y,.). Where n*(y,)is the event density obtained substituting y;
with yi+o; value and n”(y;) the event density obtained substituting y; with y;-0; value, being
o-,~———y,--0'F,_,,,;/Fm, the lineal energy standard deviation (see paragraph 4). The uncertainty o, is then
assumed to be half of the difference of the two products. This uncertainty is therefore half of the
maximum error. This is true if the function n(y) in monotone, which is not true in general, but n(y)

varies so smoothly that it can be assumed monotone inside the range y;-oF <y;< yi+or. Therefore:

JYmax 0-2 1 )

2 i) 2 2 .2 2 2 2 2 - -

o = + - Y- pi- )-AyZ +0.25- Y- pr-Aps . ) — .
- E[rz(y;) Ayi-n(y;)] rOa e by r) i Ay [” () —n (y,)l

(34)
and simplifying

Y| o2 n(y,) )
02 = Y| =2 2 () + 22 025 [0 () - )] |72 v2 - AV =B (35
;,,[rz(y,-) », | | Jad )

The denominator of equation 27 is a normalisation factor, the uncertainty of which depends
both on the n(y)statistics and on the calibration factor uncertainty. The calibration factor can be

taken out of the sum, therefore, taking into account the observation used for the equation 12:

Y 5i-n@G) - A

o )2 o ; i
den < cal + Vith
( den Fcz,,, Fmax g G6)
Zﬁi -n(y;)- Ay;
ﬁthr

Where we have substituted y . with 7, for preventing the “masking effect” due to extrapolated

events. Since y = F,, - y, the relative denominator uncertainty is also:

J max
T 20t -n()- Ay,
O_denj < OF, cal Yihr
( den 37

I’Z.zal Y max ?
ZJ’i'”(.Vi)‘AJ’i

Yinr
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Differently from y_f and y, uncertainties, the RBE overall uncertainty cannot be completely

separated in its three components; namely the lineal-energy calibration uncertainty, the systematic
uncertainty due to the threshold and the event statistics uncertainty. By using the symbolic

expressions A and B for the expressions 32 and 35, the equation 28 becomes :

Ymax
- ) . 2.yin()- Ay,
O-RBEZ < F;‘al + 2+ 2+ }.’thr
RBE ITL.HI Ymax Y max Y max 2
Dor()-yi-n(y)- Ay, D)y n(y)- Ay, Dyin()- Ay,
0.01 0.01 Yihr

(38)

where the lineal-energy calibration uncertainty is presents both in 4 and on B.

By remembering that n(y)=n £{y;) where () is the value of the probability density function at y; and
n is the sum of all the measured events, we can express the relative uncertainty as function of f{y).
Moreover, it is convenient to change the lower sum limit (from 0.01 to yy,,) in the denominator of the
3 addendum of equation 38. With this change the denominator value decreases leading to

overestimate the error. The expression 38 becomes:

Y max

2 D2 f)- Ay,
[GRBE] <0Fcal + A B

+ 4 }-’thr
RBE Ffal Ymax 2 ¥ max 2 Y max 2
Sre) -y fO)- Ay | me| 2rG) v DAy | ne| Yoy FO)- Ay,
Yool Yihr Yihr
(39)
where A is:
0-12? Yithr 2
A== +025|-| Doy fO)- by (40)
F;M 0.01
and B is:
Ymax 0-2 ) ) - . -
B= Z[ﬁ-n-fz(y,ﬂ%w-%-n- [Froo-roof 70022 @)
Yihr i i

being f'() = fyi+ o), f () = fi-0) and 67i-Orea/F e
However, considering f{y) a straight line in the interval y;-0;<y;< yi+0; the squared of the

difference f*(y)-f () can be approximated as:
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]/F;_'(ll 2
U)o =4 [f i) ——_—”" - f)l (41)
=0 =Yi1)

where y;-yi.; = 0.96088 y; for 60 channel per decade. Therefore:

| on 100 [ Oty ! Fuy ] Yo o § g
B=Z AN )T [ W o) | |72y b

(42)
Now the dependency of B on the lineal calibration uncertainty is explicit.

The relative RBE uncertainty (inequality 39) is plotted in figure 11 for 0 ppm of '°B and 100
ppm of '°B. In both the cases, after 10° total events the RBE uncertainty reaches a plateau value,
which depends on the lineal calibration uncertainty and on the detection lower threshold value.
With the lower threshold value of 0.1 keV/um and 10° measured events, the overall RBE
uncertainty is 5.39% and 6.24% for 0 ppm of 1B and 100 ppm of B respectively.

20 . T 20 20 T T 20

10, — = 10, i
0 ppmof B Yy, = 0-08 keVium 100 ppm of B |
Yy =071 keVipm —y,, = 0.06 keVium
w—y = 0.2 keVipm —y = 0.1 keVium
\ (-x(- N Yo~ O H
Y™ DI REVIHM _ 1 45 — 0.2 kaVipm 15

2 e N g
\_ =Y.~ 0.5 keV/ipm \ —y; 8 0.3 keViuym
\\ e 0.5 keV/ym

o

relative statndard deviation %
5 >

/ //
relative statndard deviation %

-
o

. \ s s "

0 4 5 6 v 3 80 0 4 5 6 7 9
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n n

Figure 11. RBE relative overall uncertainty (1 SD) against measured events with different lower detection thresholds.
Left side: spectrum without '°B. Right side: spectrum with 100 ppm of '°B. The weighting function used is plotted in

figure 8.

10. Absorbed dose overall uncertainty

The dose D per reactor power monitor unit has been calculated with the following equation:

C- Yy Ny

Q

where y_fis the mean lineal energy calculated over all the mixed-field spectrum (extrapolated

D= (43)
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down to 0.01 keV/um); nyy is the microdosimetric spectrum total event value (measured event
value n plus the extrapolated event value):

Ymax
D) My

Y max

D) by,

Yinr

JYmax

where Y. f(y;)-Ay; =1
0.01

Q is the charge of the reactor power monitor and ¢ is the calibration factor. In the following
analysis we will disregard the ¢ and Q uncertainties, which can be easily added in the experimental
practice. Therefore, for sake of simplicity, we can re-write the absorbed dose per monitor unit and

per calibration factor unit as:
D=y, n, (45)
and substituting r;y; -

Y max

200Ny, 7
Dol ——a Yoy Fiye Ay (46)

D f)-Ay; M

YVihr

Therefore the spectra of figure 2 (right side), which are normalised per unit of dose, can be re-
plotted (figure 12) per monitor unit (we assume that the calibration factor is the same). In figure
12 the measured (not extrapolated) spectra are plotted; therefore ny, has been substituted with n,
since the extrapolated events are not included.

In figure 12, the “visual area” under the curve between y and y+Ay is proportional to the
dose, released per reactor monitor unit, due to events between y and y+Ay. 100 ppm of '°B in the
counter wall do not change significantly the gamma dose component (the higher gamma dose at
low y-values for 0 ppm of '°B is due a higher activation of the reactor, possibly), but increase
showily the dose due to 300 KeV/pm events (BNC light ion events).

In order to calculate the D overall uncertainty, it is useful splitting equation 45 in two
components, which we can conventionally call the dose D, . due to extrapolated events and the

gamma dose D,,,,,, due to measured events:

meas
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Figure 12. Microdosimetric spectra of figure 2 scaled for TEPC events per reactor monitor unit. The measured events

n are different for the two spectra.

max
=D
thr

thr o

thy Y
0.01

D=n,-y

extr + Dmeas (4 7)

s S

The absorbed dose uncertainty is therefore:

(0 ) ey . 05

D extr 'meas

O | Pes | Do (48)

b/ @ (@D

The uncertainty of D, is highly dependent on the hypothesis about the shape of the under-

threshold gamma events. Therefore, we consider D,,,, as a systematic error (see paragraph 5):

Yihr

1
o = ny Dy ) Ay, (49)
Der 2 0.01
Yinr p
o Dy ) Ay,
D 0.01
and et —(),25-
DV . 2 (50)
Z.Vi WACHRYVS
0.01
The D,,,, relative uncertainty is:
2
_ |’max
O-D : 1 yf
Vihr
__“meas = 4| —=— 51
Dmeas nl()t — Ymax ( )
!
Ythr
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therefore the D, uncertainty is:

meas
__ |[Pmax _ |Pmax
2 _ 2,
o =Nyt |V, TNy Y, (52)
Dimeas YV thr Vihr
and
Y max Y max
o 2 y P iy P
Dmeas — Y thr A Y thr (53)
D | max Y max
' Mot " |V, Yy
0.01 0.01

The y_funcer“[ainty has been already calculated (see equation 14 and inequality 15), therefore:

2 2

Vithr Y max Ymax
, Dy fO My || Xy fO) M|+ Dy ) Ay )
(@) —0.25. 0.01 4 Yithr Yithr + O-Fcal
D Y max ' e Ymax 2 cal
Dy fO)- Ay, nl Dy fr) - Ay
0.01 0.01
Pz L (54
n- Y f()- Ay
Vihr
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Figure 13. Total absorbed dose uncertainty against measured events for different low detection thresholds.
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In figure 13, the 54-equation output is plotted for different n values and yg,-values. For
measured events more 10°, the relative uncertainty reaches a constant value, which depends on the
Ymr-value. For ym~values bigger that 0.2 keV/um a high accuracy of the energy calibration is

useless.

11. Gamma dose-component overall uncertainty
Microdosimetric spectra have been used to calculate dose components of the mixed
radiation field [4]. Following equation 45, the gamma dose of the mixed field in TAPIRO reactor

is the number of gamma events multiplied by the gamma event mean size:

D =n,- Fy

4

) (55)

where y_fy is the frequency-weighted mean y-value of gamma events (comprehending the

extrapolated events) and F7 is the fraction of mixed-field event number due to gamma rays (F; <
).

For calculating D, we have first constructed a virtual y-spectrum made of the measured y-
spectrum plus the electron edge, which is known to be invariant with the gamma energy. In order
to decide where adding the invariant electron edge, the gamma spectra of figure 6 have been re-
plotted after being properly scaled in order to superimpose their electron edges (see figure 14). In

figure 13 is also plotted the relative standard deviation (SD) of the four y°n(y) values.

y'n(y) [a.u]

Standard error of the mean %

1 1 0.1

1 10
y [keV/um]
Figure 14. Microdosimetric spectra of figure 6 properly scaled in order to superimpose their electron edges. The full

dots are the relative standard deviation of the 4 spectra y’n(y) values (see text).
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Figure 15. Relative standard deviation of Er value due to the electron-edge junction uncertainty (see figure 14)

against the y-value of the junction. Red line: SD when all the four gamma spectra are taken into account. Blue line:

SD when only three gamma spectra are taken into account (see text).

The average SD is 5.4% for y-values between 5 keV/pm and 7 keV/um. It is about 1% for y-
values bigger than 7 keV/um whilst it increase steeply at y-values lower than 5 keV/um. For any
microdosimetric spectrum, we have therefore generated a “virtual-gamma” spectrum by adding to
the low-y part the invariant electron edge.

However, it is not always possible to attach the electron edge in the region where it is really
invariant, namely for y > 7keV/um. In fact, this procedure assumes that the ion contribution to y-
events is negligible for y-values less than electron-edge junction. It is therefore worthwhile re-
defining the electron-edge as the microdosimetric spectrum averaged on all the microdosimetric
spectra due to all the gamma energies and calculating the y’n(y) value dispersion around the mean
after having superimposed the real electron edges as in figure 14. Because of this value dispersion,

the y°n(y) value at which to attach the invariant part of the gamma spectrum has an error. In order

to calculate the influence of such an uncertainty on y_f' , we have multiplied it by the relative

weight of the added gamma component in determining the y_f’ value. This last uncertainty is

plotted in figure 15 against the y-value at which the common part is attached. When all the four

gamma sources are used ( _ranging. about, 2.6 MeV down to 60 keV) the
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common part has to be added at y > 5 keV/um to obtain less than 1% of uncertainty. If low-

energy gamma rays can be excluded, the y-value limit at which the junction uncertainty weight

less than 1% on the E’ value uncertainty becomes 2.5 keV/um (see figure 15).

0.3 ———r—TT T — T ——— T ———

yd(y)

¥

[ ]
L d
°
L ."-

0.01 0.1 1 10 100 1,000

y [keV/um]

Figure 16. Microdosimetric spectra with 0 ppm of '°B and “virtual-gamma” yd (y) spectrum (see text). The virtual-
gamma spectrum is scaled down of a factor F; " to superimpose the mixed-field microdosimetric spectrum for y-values

smaller than the electron-edge junction y-value (see text).
After having re-normalised the virtual-gamma spectrum to obtain f7(y) the y—f’ value is

calculated. f7 () is then scaled down of a factor F; to match the mixed-field spectrum f{p) in the
region less than 5 keV/um. f7(y) and f{y) differ of less than 0.1%; therefore the difference is
hardly visible. More visible is the difference between the dose-weighted spectra yd” (y) and yd(y)

(see figure 16), because the scaling factor F, ;" is smaller than Fy:
yr

F =F- =L (56)
Yr

Following equation 46, D’ is therefore:
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Ymax
20N,
DV=n MR- Dy ) Ay (57)
D )Ny M
YVihr ‘

In order to calculate the D’ overall uncertainty, it is useful splitting equation 57 in two

components, as well as done for the D uncertainty calculation.

We can conventionally call D7, the gamma dose due to extrapolated events and DY, the gamma

dose due to measured events:
thr
F 4
Ry £y f
0.01

max

Dy:"mt'F;';:r

= Dthr + DI};was (58)

thr
The gamma dose uncertainty is therefore:
2 2 2
(o} ? 01)7 T o O-DZ
D’ - extr_ 4 Dineas + Junc (59)
2 2 2

rooe)y @) @)

where o ,  is the uncertainty of the dose due to the uncertainty of the electron edge junction.

Jjunc

The electron-edge junction relative uncertainty produce an uncertainty on 317'. We have

constructed a virtual-gamma spectra with an average electron-edge in the 5-7 keV/um region, the

uncertainty of which is 5.4% (see figure 13). This uncertainty regards less than 15% of the

contribution to y_f’ . Therefore, with our choice, it contributes for less than 0.81% to overall

y;” uncertainty:

0_2

e _ 0.00812 (60)
@y

The scaling factor F; disappears in error formulas, because it is assumed to have not error.
The superimposition is in fact performed in the region (y < 5 keV/um) where virtual-gamma
spectrum and mixed-field spectrum are the same. The gamma dose-component uncertainty can be
therefore calculated with the equation 54, where f”(y) substitutes f{y) the gamma event number
ny substitutes n,,. However, in the spectra of figure 2, n, = 0.9990'n,, and n, = 0.9975n,,, for 0
ppm and 100 ppm of '°B respectively. Therefore the substitution, for sake of simplicity, of n, with

n does not really change the overall uncertainty assessment. Finally we obtain:
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2 2
Yinr Y max Ymax
2 Z.Vi'fy(.Vi)‘AJ’i Zyrf’(y,-)-Ay + Zyiz'fy(yi)'Ay 2
o’ p —0.25.- 0.01 4 N Vihr " O'Fw, .
Dy Y max 2 Ymax 2 cal
Z.Vi'f’(yi)'AJ’i n- ZY1'f7(.Vi)'Ayi
0.01 0.01
L +0.0081>
+ ymax : (61)

n- Y 1) Ay,

Yihr

The gamma dose component of the 100 ppm '°B spectrum is slightly different, because of
the presence of 0.48 MeV gamma rays of the emerging from the !'B fission and because the
measurement was performed in an other time with different gamma background. The gamma-dose
component can be calculated with the expression 55, where the factor F; is substituted with the

factor F,, which is the fraction of 100 ppm 1B spectrum events due to gamma rays.
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25 1 25
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Measured events

Figure 17. Gamma dose-component uncertainty against measured events for different low detection thresholds.

In figure 17, the 61-equation output is plotted for different n values (measured events) and
ymr-values. The gamma dose-component uncertainty is almost independent on the event statistics

for more than 10* events. It depends strongly on the yy,-value Note that with high measurement
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thresholds (yus,-value > 0.2 keV/pm) a high energy-calibration accuracy is useless, as for the total

dose (see figure 13).

12. Neutron dose-component overall uncertainty
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Figure 18. Microdosimetric spectra of n+BNC events and of neutron events on the tissue-equivalent TEPC plastic.

The spectra have been obtained subtracting the gamma-due events from 100 ppm and 0 ppm of '°B microdosimetric

spectra (see text). Spectra are normalised to n+BNC dose unity and to neutron dose unity, respectively.

After the virtual-gamma spectrum subtraction, the density probability of the neutron-due

events f"(y) is calculated for 0 ppm of '°B. It is used to calculate the neutron-due mean event

size y_f". Similarly, the density probability of the neutron-due events for 100 ppm of '°B

—n + BNC
. The

f™BNC(y,)can be calculated together with the neutron-due mean event size y ;

superscript n+BNC points out that the events are due both to ordinary neutron reaction on the
tissue-equivalent plastic and to the fragments of the Boron neutron-capture reactions. The dose-

weighted microdosimetric spectra of neutron events and n+BNC events are plotted in figure 18.

The neutron dose can be calculated with the following algorithm:
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D"=n, (1-F)-y," (62)
and then:
Y max
Zf(J’i)'AJ’i Ymax
D"=n'y0:i—'(1_ﬁ)' Z)’i‘f”(J’i)'Ayi (63)
20 b, v

Yihr
where f"(y;) is the probability density distribution of the difference mixed-field events minus

gamma events:

SO)-F- ")
Y max

2N -F- o)l Ay,

0.01

FOd= (64)

therefore:

JYmax Y max Y max

Zf(.Vi)‘AJ’i ZJ’i'f(.Vi)'Ayi—Fi' Z.Vi'f’(.Vi)‘A.Vi
Dn =n- 0.01 . (I_E) . _0.01 0.01 (65)

JYmax Y max

DN {CART DU -F- o)Ay,

Vihr 0.01

Since I-F; has not error:
2

2 2 O'—n
(O’Dn ] _ (O'mot J + _y[ (66)
D" Ny y}

Remembering that the under-threshold y-events do not contribute to D" as well as to y_f", we

obtain:
Ymax
s ) { [o‘ ]2 Zyiz'fn(yi)'Ayi 1
{ Dn"] == Tea | 4 Jur + (67)
D n F,, Y max

Y max 2 R
n,- Zyzfn(y,)Ay, n,- Zf (.V,)Ay,

Yithr Yithr
where ny, is the neutron-due event number. For “neutron-due event number” we intend only the

events due to ions set in motion by the neutron reactions. Events due to prompt gamma rays and

delayed gamma rays are computed in the gamma dose component D’ ; therefore:

Y max

My =Ny - Z[f i—-K-f ’(yi)]- Ay; (68)

0.01

and of course:
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n,- [ )=y [f0i=F- ()] (69)
Therefore:
Ymax 5 Y max 5
- 2 Di SN Ay —F- D2yt () by
O n 1 OF ,
D = cal s Yithr Yihr 4
[ D" ] n E-a[ JYmax Y max z
Hoet| 229 SOD A= F - Doy f7(0)- Ay,
Ythr Yihr
1
+
Ymax Ymax -
M| 2 F)- Ay —F - 27 () Ay,
Yihr Yihr
(70)
80 80

\\\ 0ppmof B :
70 | |
BN

\ \\\\\ ' Yy, = 0:06 keV/um 1
50 ; —y,, =0.1keViym ] .

: \ \\\\ Yo ™ 0.2 keVium ]
“| \\\ —,, =05keVm 14
N \\\\ ] *
20 | \ 1 20
10 N

10

relative statndard deviation %

10

Measured events

Figure 19. Neutron dose-component uncertainty against measured events for different low detection thresholds.

In figure 19, the 70-equation output is plotted for different n values (measured events) and

ymr-values. For measured events more 10, the relative uncertainty is almost independent on the

n

o
ymr-value and it approaches the energy calibration uncertainty, which, in our case is 4.8%. T)D”_

o
behaviour affects the D—D behaviour only for measured events less than 10> (see figure 13).
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When a TEPC with borated cathode is used, we have a neutron dose plus a BNC dose. After
the gamma subtraction, we obtain:

n+BNC ~—n + BNC

:ntot'(l_F;)'yf (71)
It can calculated with the equation 65 where F substitutes F;. Since all the events are bigger than

the ym-value, the overall uncertainty can be written, similarly to the equation 67:

Y max
Vo f 1 o : Zy"z ' fn+BNC(yi)‘Ayi
pr+BNC | Fo o 1
(DHBNCJ _EJF Foq ! ’ y 7+ P
! Y BNC
n,.pnc Zy,- BN () - Ay, n,.pNce an+ ) Ay,
Yithr

Yithr

(72)
where n,+pnc is the neutron-due event number. For “neutron-due event number” we intend here
only the events due to ions set in motion by the neutron reactions, /B fission fragments included.

Events due to prompt gamma rays and delayed gamma rays are computed in the gamma dose

component D’ Therefore:

JYmax
Mpwone =M™ 2 fOi=F- 70D ] Ay, (73)
0.01
and
L) — i ;
oy o JUIBS0) .

DUOD-F- )l Ay,

0.01
Therefore DPYC relative uncertainty can be calculated with the equations 70, just substituting F;

with Fz .

13. BNC dose-component overall uncertainty
The BNC dose-component could be simply calculated as:

~—n + BNC

BNC BNC y "
D =D" _Dn:ntot'(l_F;)'yf —nlot'(l_E)'yf (75)
. . . —n+ BNC "
however this procedure is not very precise, because we must sum the Y, uncertainty and the

— )
yf uncertainty.

A more precise procedure consists in multiplying the frequency spectrum with 0 ppm of '°B,

Jo(y), by the measured event number ny and subtracting the result from the frequency spectrum
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with 100 ppm of 9B, fi0000), multiplied by the measured event number n;p. Note that, this
procedure doesn’t need process extrapolated microdosimetric spectra; therefore we do not have
the related uncertainty. The dose-weighted distributions of these two not-normalised spectra are

plotted in figure 12. The BNC-due events n®N C(y,-) are then:

"N (1) =Inyee - froo(ri) — 1o+ forIEe™ (76)

.V max

where the symbol |/

means that only the events of y > 10 keV/um are taken into account. For

y < 10 keV/pm, the small differences in the two gamma fields give rise to both positive and

negative events, which are not correlated with the BNC dose. The BNC dose is then:

DBNC =M g - yjlfNC (77)
where:
Y max

Rpne = Z[”loo' Jioo(¥:) —ny- fo(J’i)]' Ay; (78)
10

and

BNC £ BNC

Y = Z)’i' ST Ay, (79)

10

where f5¥¢(y) is the probability density function of the n®V(y;) events (only the o and "Li events,

whilst gamma events are taken into accounts in D).

Y max

1100 ° f100i) — 1o [o(¥iljg

Y max

2 [”100 - Jro0¥) —ny - fo(.Vi)]’ Ay;

10

o= (80)

The dose-weighted distribution of n®¢

(vi) events is plotted in figure 17 together with the neutron-
due event (without BNC events) distribution.

Sine the ngyc value and the normalisation factor of equation 76 elide:

Y max
DN = Z ‘”100 *Ji00(¥i) —no- fo(y)) f&m Vi Ay; (81)
10
From the equation 77, the BNC dose uncertainty is:
Y max
— 2 ; o 2 Z)’iz : fBNC(.Vi)'AJ’i |
= + —Fear_ -+ 10 + (82)
D BNC n gne I';al Y max

2
Y max
n gne '[Z)’i 'fBNC(.Vi)' Ay,-] M pne - ZfBNC(yi)'Ayi
10

10

and substituting ngnc and ££V€(y;) we obtain:
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Figure 20. Microdosimetric spectra of BNC events and of neutron events on the tissue-equivalent TEPC plastic

without '’B. The BNC event spectrum has been obtained subtracting the frequency spectra of figure 12 and re-

normalising the difference events (see text). Spectra are normalised to BNC dose unity and to neutron dose unity,

respectively.
ymax 2

o BNC 1 %yi 'ynloo‘floo(yi)_”o'fo()’i)f(',"a" - Ay;

D BNC - Y max * Ymax 2 +
%: [n100 “Jro0(Pi) — 1y fo(yi)]' Ay; % Vi ’n100 - J100(¥:) — 1y fo(J’i)‘f(Tax ) Ay;

2
+ 1 + Fcal (83)
Y max Eal
- Ay;

Y max

Z |”100  Jioo(¥i) —ng- fo(.Vi)lm

10
In figure 21, the 83-equation output is plotted for different n values and y,-values. For

measured events more 10°, the relative uncertainty is almost independent on the y,-value and it
O BNnC .
# behaviour

approaches the energy calibration uncertainty, which, in our case is 4.8%. The

o . . .
is very close to the Ln behaviour (see figure 19), because it depends only on the large y-values.

o
_DpBNC

Although e

NC o . 5 . .
o does not depend directly on the yu,-value, it depends indirectly on it. In fact, a
larger yu,~value, for a given n value, means more high y-value events.
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Figure 21. BNC dose-component uncertainty against measured events for different low detection thresholds.

14. Conclusions

We have calculated the overall uncertainties of the TEPC-measured dosimetric quantities of
interest in the Boron neutron capture therapy. The relative standard deviations of gamma, neutron
and BNC dose-components are plotted in figure 22 against the measured events and for a
detection low threshold of 0.1 keV/um.

This error analysis points out that it is necessary to have a low detection threshold of about
0.1 keV/um and 10° measured events to obtain a relative uncertainty of about 5% for all the dose
components (see figure 22).

If we apply the error analysis to the spectra of figure 2, the event statistics of which is
4.4-10” and 3.0-10 for 0 ppm and 100 ppm of '°B respectively, we obtain the data of table 1. All

the algorithms have been applied on the spectra extrapolated own to 0.01 keV/um.
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Figure 22. Comparison of the dose-component uncertainties against measured events for a low detection threshold of

0.1 keV/pum.

The relative overall uncertainties of the total dose, gamma dose and neutron dose of the
spectrum with 0 ppm of '°B and moreover the BNC dose, when 100 ppm of '°B are present, are in

table 2.

Table 1

Mean microdosimetric values of the spectra pf figure 2.

Vs T o Va O-L—d % RBE ORBE o,
A Y RBE
Yr d
Oppm °B | 0.364+0.014 4.8 18.70+0.72 | 4.97 1.32+0.05 5.3
100 ppm "B | 0.614 =+ 0.023 4.8 96.14+3.53 | 4.85 1.44 £ 0.062 5.7

Table 2
Relative overall uncertainties of the doses measured with the spectra of figure 2.
@% O v o O n o O ,BNC 9
D}’ Dn DBNC
0 ppm °B 4.8 4.9 4.8
100 ppm "°B 4.85
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